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ABSTRACT
In this paper, we proposed a framework to evaluate information
retrieval systems in presence of multidimensional relevance. This
is an important problem in tasks such as consumer health search,
where the understandability and trustworthiness of information
greatly influence people’s decisions based on the search engine
results, but common topicality-only evaluation measures ignore
these aspects. We used synthetic and real data to compare our
proposed framework, named MM , to the understandability-biased
information evaluation (UBIRE), an existing framework used in the
context of consumer health search. We showed how the proposed
approach diverges from the UBIRE framework, and howMM can be
used to better understand the trade-offs between topical relevance
and the other relevance dimensions.
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1 INTRODUCTION
Research has long established that the notion of relevance in infor-
mation retrieval (IR) is multidimensional [1, 11]: the topicality of a
document to a query or information need is central to the notion of
relevance, but other factors (also called dimensions) that influence
the relevance of a document do exist. These include novelty and
diversity, timeliness, scope, understandability and trustworthiness,
among others [10, 11]. In the context of consumer health search1,
in particular, the relevance dimensions of understandability and
information trustworthiness are fundamental [4]. It means that
health information is only valuable to users, allowing them to make
appropriate health decision if it is understandable and correct. It

1This search task involves common people with no or limited medical knowledge
searching for health advice on the web. This task is often carried out in time-sensitive
and emotion-pressured circumstances [4, 6].
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is therefore important to take into account these relevance dimen-
sions, along with topicality, when evaluating the effectiveness of
search systems in the context of consumer health search tasks, and
in general in other tasks with similar requirements.

An evaluation framework that integrates understandability into
IR evaluation has been recently devised [12, 13] and it has been
largely adopted to evaluate systems for consumer health search [8, 9,
14]. The framework, named understandability-biased IR evaluation
(UBIRE), builds upon the gain-discount framework of evaluation
measures used in IR (measures like normalised Discounted Cumula-
tive Gain (nDCG), Expected Reciprocal Rank (ERR) and Rank Biased
Precision metric (RBP) belong to this framework) [2]. UBIRE uses
a discount based on the rank position at which documents are re-
trieved, and a gain function that integrates contributions from both
topicality and understandability (see Section 2). The framework has
been extended to integrate additional relevance dimensions such as
trustworthiness [8]: since its extension is straightforward, without
loss of generality, we refer to the UBIRE framework as the extended
version capable of including in the gain function every dimension
of relevance (provided certain assumptions are met).

A limitation of the approach used to model multidimensional
relevance in UBIRE is that it is not trivial to identify how different
dimensions of relevance affect the final evaluation score. This is
because in UBIRE gains produced by documents for each of the
considered dimensions of relevance are combined early on in the
evaluation measure. This limitation makes the interpretation of
evaluation results using UBIRE difficult as it is impossible to deter-
mine whether improvements (deteriorations) are due to more (less)
understandable or more (less) topical documents being retrieved.

In this work, we propose an alternative to UBIRE, called the
MM framework, which overcomes the interpretability limitation
of UBIRE, while still enabling the combination of multidimensional
relevance evidence when evaluating IR systems (Section 3). Using
small synthetic data, we show the intuitive differences between
UBIRE and MM and demonstrate how MM overcomes UBIRE’s
limitation (Section 4). We further empirically compare specific mea-
sures instantiated from the two frameworks using real data to study
system ranking correlations across UBIRE andMM (Section 5). The
results show that while system correlations measured with MM
are aligned with UBIRE, MM provides richer information to re-
searchers, allowing them to assess and control how each relevance
dimension contributes to the evaluation score of a system.

2 INCORPORATING UNDERSTANDABILITY
INTO EVALUATION METRICS

The understandability-biased IR evaluation framework (UBIRE) [12,
13] is based on the gain-discount framework [2] which models an
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evaluation measure M as:

M =
1
N

K∑
k=1

d(k)g(d@k)

where g(d@k) and d(k) are respectively the gain function computed
for the document at rank k and the discount function computed for
the rank k . K is the depth of assessment at which measure M is
evaluated, and 1/N is a normalization factor, which serves to bound
the value of the sum into the range [0,1] (details in [2]).

The gain-discount framework encompasses measures such as the
normalizedDiscounted Cumulative Gain (nDCG) [5]with g(d@k) =
2P (R |d@k ) − 1 and d(k) = 1/(loд2(1 + k)); the expected reciprocal
rank (ERR) [3] with g(d@K) = (2P (R |d@k) − 1)/2max (P (R |d )) and
d(k) = 1/k ; and the Rank Biased Precision (RBP) with g(d@k) equal
to 1 if d@k is relevant and 0 otherwise and d(k) = ρk−1 (with ρ
representing the user persistence).

The gain provided by a document at rank k can be expressed as
a function of its probability of relevance. Without loss of general-
ity, g(d@k) = f (P(R |d@k)), where P(R |d@k) is the probability of
relevance given the document at k . When only topical relevance
is modelled, then P(R |d@k) = P(T |d@k), i.e., the probability that
the document at k is topically relevant. For binary relevance, this
probability is 1 for relevant documents and 0 for non-relevant docu-
ments. For non-binary relevance, this probability can be distributed
according to the number of relevance levels.

UBIRE extends this framework to consider cases where relevance
is modelled beyond topicality so as to explicitly model other di-
mensions, such as understandability. This is done by modelling the
probability of relevance P(R |d@k) as the joint distribution over
all considered dimensions, P(δ1, · · · ,δn |d@k), where each δi ∈ D

represents a dimension of relevance, e.g., topicality, understandabil-
ity. The computation is simplified by assuming that dimensions are
compositional events and their probabilities independent (see [12]
for more details). The gain function with respect to different dimen-
sions of relevance can then be expressed as:

g(d@k) = f (P(R |d@k))

= f
(
P(δ1, · · · ,δn |d@k)

)
= f

( n∏
i=1

P(δi |d@k)
)

Evaluation metrics developed within this framework differ by
means of the instantiations of f

(
P(δ1, · · · ,δn |d@k)

)
, other than by

which dimensions are modelled. Zuccon provided an instantiation
that considers both topicality and understandability [12]:

g(d@k) = f (P(R |d@k)) = f
(
P(T |d@k) · P(U |d@k)

)
Specific implementations of the UBIRE framework that have

been developed in previous work considered the basic gain and
discount functions from RBP [7]; an instantiation with understand-
ability [12, 13] has been later extended by jointly considering also
trustworthiness [8]. For ease of explanation, we consider the formu-
lation with topicality and understandability; similar considerations
apply when also trustworthiness is modelled (as well as other di-
mensions). In this case, the understandability-biased RBP, uRBP , is
defined as:

uRBP(ρ) = (1 − ρ)
K∑
k=1

ρk−1P(T |d@k) · P(U |d@k)

= (1 − ρ)
K∑
k=1

ρk−1gRBP (d@k) · gU (d@k)

In the uRBP , the function gRBP (d@k) is the same as the gain
in RBP and transforms relevance values into the corresponding
gains and, likewise, gU (d@k) transforms understandability values
into the corresponding gains. If gU (d@k) = 1 for every document,
then only topical relevance affects retrieval evaluation, i.e. every
document is considered as having equal understandability and we
obtain the original RBP. Two instantiations of the gain function
gU (d@k) have been explored in previous work: one binary (uRBP)
and the other graded (uRBPgr). In the binary version gU (d@k) = 1
if P(U |d@k) ≥ thU , where thU is a threshold on the assessments
of understandability (every assessment that is greater than or equal
to thU would generate a gain of 1), and gU (d@k) = 0 otherwise. In
the graded version, understandability assessments are transformed
into estimations of the probability function P(U |d@k).

3 A NEW FRAMEWORK FOR
MULTIDIMENSIONAL IR EVALUATION

A limitation of UBIRE is that it prematurely combines the gains
contributed by each dimension of relevance in one single step,
providing a unique evaluation score [12, 13]. While this allows
for the comparison of systems, it does not permit to understand
the contribution each dimension had on the evaluation measure.
To overcome this limitation, we aim to create a measure which,
while still allowing the modelling of multidimensional relevance,
is of easy interpretation and for which it is straightforward to
track the contribution each relevance dimension had on the final
effectiveness score. This is achieved by separating the evaluation of
each dimension such that a value for each dimension is calculated
separately with respect to its gain and discount, and then these
are combined into a unique effectiveness measure. Note that we
assume that it is possible to evaluate each measure separately: while
this is akin to the compositionality assumption in UBIRE, if that
failed, UBIRE would use mixture models to compute the related
probabilities, while the proposed measure would be instead likely
undefined.

The evaluation of each relevance dimension separately is trivial,
as it consists in applying the discount and gain function of the un-
derlying evaluation measure, e.g. RBP, to each relevance dimension
δ ∈ D, where the gains are those associated with the criteria for
that specific dimension.

While the outputs of each relevance dimension could be com-
bined with a linear or geometric combination of values, we opt to
use the weighted harmonic mean, as it is particularly sensitive to
a single lower-than-average value. The same intuition is used to
combine recall and precision in the widely used F -measure. Given
a (discount-gain) evaluation measure M, we apply the measure
to evaluate a list of documents lδ which have been labeled with
respect to dimension δ (i.e., we computeM(lδ )). Then, to compute
the proposed measureMMM , we combine all M(lδ ) for each rele-
vance dimension using the harmonic mean, where each dimension
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is weighted according to a preferential weightwδ assigned to each
dimension; formally:

MMM =

©­­­«
n∑

δ=1
wδ · M(lδ )

−1

n∑
δ=1

wδ

ª®®®¬
−1

=

n∑
δ=1

wδ

n∑
δ=1

wδ
M(lδ )

(1)

Without loss of generality, we instantiate M = RBP and define
the following modification of RBP [7] for each dimension:
• RBPt (ρ): uses binary topicality assessments (i.e. the usual RBP).
• RBPu (ρ): uses understandability assessments (either graded or
binary; see below for specific instantiations).

Thus Equation 1 becomes (we assumedwt = wu ):

MMRBP (ρ) = 2 ·
RBPt (ρ) · RBPu (ρ)

RBPt (ρ) + RBPu (ρ)
(2)

4 COMPARING FRAMEWORKS THROUGH
SYSTEM SIMULATIONS

To understand the behaviour of UBIRE and MM when facing dif-
ferent IR systems, we first employed synthetic systems so as to
have a fine-grained control over our experiments. This allowed to
know a priori what has changed between two system instances
and study the effect these changes had on evaluation. In our ex-
periments, along with topicality, we considered understandability,
leaving the (trivial) extension to other dimensions to later work.
In the following simulations we controlled the amount of topical
documents and understandable documents retrieved. We did so by
following this two-phase procedure:

(1) Topicality Phase: we controlled the amount of topical doc-
uments in a simulated run using a random variable T , 0 ≤

T ≤ 1. We constructed a synthetic run by drawing a real
number Ni , 0 ≤ Ni ≤ 1, for each position i in a ranking. If
Ni ≤ T , we marked the document at position i as relevant,
otherwise, we marked it as not relevant. It is expected that
a run generated with T = 0.1 has 10% of the documents
assessed as relevant (90% as non-relevant), while a run with
T = 0.5 has as many relevant as non-relevant documents.

(2) Understandability Phase: we controlled the level of un-
derstandability of the documents in a synthetic run. In order
to create and control the randomness of our synthetic sys-
tems, we generated understandability labels using a Gaussian
distribution with pre-defined mean µ and variance σ . As pre-
viously done in consumer health search collections [8, 14],
we forced the understandability labels to be in the interval
[0, 100]. We fixed a relatively large variance, σ = 40, to mimic
results of previous collections in which the understandability
labels had a large variance [14], and we varied the mean µ
of the Gaussian from 0 to 100. Figure 1 shows the expected
label distribution for µ = 20, 50, 80, i.e., N(20, 40), N(50, 40)
and N(80, 40). In Figure 1 we also included the threshold U
used to compute RBPu (Section 3).

We executed these two phases in succession. In total, we generated
1,000 runs for each value of T and µ.

We calculated uRBP (using UBIRE) and MMRBP for each syn-
thetic system. Table 1 shows the average result for different values

Figure 1: Gaussian distribution for different µ: higher µ
generates higher understandability labels (more difficult
documents were retrieved). Here, only documents with
understandability lower than 40 are considered easy-to-
understand (threshold shown as dotted line).

of T (rows), i.e., different expected number of topical documents
retrieved, and values of µ (cols), i.e., different understandability dis-
tributions. A smaller µ means that more understandable documents
were retrieved. The results show that as the expected number of
topical documents (T ) increases, RBP increases. Likewise, uRBP
increases, as it is bounded by topical relevance. In turn, increas-
ing T has no effect on RBPu , but increases MMRBP , as it is also
directly dependant on RBP . When the number of understandable
documents retrieved is increased (i.e., µ decreased ), RBP stays con-
stant, as it does not measure how understandable documents are.
In turn, uRBP , RBPu andMMRBP increase. These are the expected
behaviours of the considered measures.

We further focused our attention to the results of specific ex-
periments highlighted in blue and yellow in Table 1. These cases
simulated an initial system S1 that exhibited the results in blue
(condition T = 0.6 and N(40, 40)) being modified to improve the
understandability of retrieved documents (N(30, 40)) at the ex-
penses of topicality (T = 0.5), producing a new system S2. The
effectiveness of S2 is highlighted in yellow.

If RBP and uRBP were used to decide whether S2 should be
preferred over the initial system S1, then S2 would be discarded
and S1 preferred, as S2 produced a 16% reduction in RBP and a
6% reduction in uRBP . With these results, an IR researcher would
conclude that the modifications in S2 did not pay off.

IfMMRBP was used instead, the IR researcher would have been
able to gain more insights about system effectiveness and the trade-
off between understandability and topicality. To useMMRBP , RBPt
(= RBP ) andRBPu needed to be computed. Between S1 and S2, there
was a decrease in RBPt of 16%; but conversely RBPu increased
by 20%: this clearly allows the trade-off between topicality and
understandability to be gauged.

When RBP and RBPu were combined within MMRBP , if both
dimensions were given equal weight, then systems S1 and S2 ob-
tained the sameMMRBP . Note thatMM can be adapted to specific
circumstances: if topicality is more important than understandabil-
ity, then the weights of each dimension can be changed accordingly
in the harmonic mean computation.

5 RANK CORRELATIONS
Next, we compared the behaviours of MM and UBIRE using real
data. For this, we used the systems participating to the CLEF eHealth
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Table 1:We variedT , the expected proportion of topically relevance documents (rows), and themean µ of Gaussian distribution
used to generate understandability labels (columns). A smaller µ means that easier to read documents are retrieved.We showed
the average and standard deviation of each experiment.

T
Understandability N (50,40) Understandability N (40,40) Understandability N (30,40)

RBP uRBP RBPu MMRBP RBP uRBP RBPu MMRBP RBP uRBP RBPu MMRBP

.3 .29 ± .15 .15 ± .09 .39 ± .17 .30± .12 .29 ± .15 .17 ± .11 .50 ± .16 .34 ± .14 .29 ± .15 .19 ± .12 .61 ± .16 .36 ± .15

.4 .39 ± .17 .20 ± .11 .40 ± .17 .36 ± .14 .39 ± .17 .22 ± .12 .48 ± .17 .40 ± .13 .39 ± .17 .25 ± .13 .60 ± .16 .44 ± .14

.5 .50 ± .17 .25 ± .11 .42 ± .16 .42 ± .13 .50 ± .17 .29 ± .12 .50 ± .17 .47 ± .13 .50 ± .17 .33 ± .14 .60 ± .17 .52 ± .13

.6 .60 ± .16 .30 ± .12 .41 ± .16 .46 ± .14 .60 ± .16 .35 ± .12 .50 ± .17 .52 ± .13 .60 ± .16 .40 ± .13 .61 ± .17 .58 ± .13

.7 .70 ± .15 .36 ± .12 .41 ± .17 .49 ± .15 .70 ± .15 .41 ± .13 .51 ± .17 .56 ± .14 .70 ± .15 .46 ± .13 .59 ± .16 .62 ± .12

Table 2: Kendall-τ correlation for systems participating in
CLEF eHealth 2015 and 2016.

CLEF 2015 CLEF 2016

RBP uRBP RBPu MMRBP RBP uRBP RBPu MMRBP
RBP 1.000 0.901 0.483 0.843 1.000 0.948 0.497 0.850
uRBP 0.901 1.000 0.563 0.901 0.948 1.000 0.456 0.866
RBPu 0.483 0.563 1.000 0.610 0.497 0.524 1.000 0.633
MMRBP 0.843 0.901 0.610 1.000 0.850 0.866 0.633 1.000

IR Lab evaluations in 2015 and 2016 [9, 14]. In both these evalua-
tion challenges, systems were officially evaluated using uRBP – we
further evaluated each system usingMM and studied the correla-
tions among system rankings obtained using RBP (thus considering
topicality only), uRBP (UBIRE), and our proposed RBPu (thus con-
sidering only understandability) and MMRBP . This investigation
of correlations is a common approach to compare and understand
relative behaviour of evaluation measures [12].

Specifically, we studied a setting where understandability was
binary, akin to topicality, which also was considered as binary. For
topicality, this was achieved using the common gain function for
RBP that only models binary relevance: graded relevance labels
were conflated to binary such that highly relevant and relevant
assessments were mapped to relevant, and the rest to irrelevant.
For understandability, the binarisation of the assessments was de-
pendant on the year of the challenge. For 2015, understandability
assessments were made on a 4-point scale (very easy, easy, hard
and very hard) [9]: we made this binary by assuming that a docu-
ment was understandable if assessed as very easy or easy, and not-
understandable otherwise. For 2016, understandability assessments
were made on an integer scale ranging from 0 (very easy) to 100
(very hard) [14]: we made this binary by assuming that documents
with an assessment lower than or equal to 40 were understandable,
while we made the remaining as not-understandable.

Table 2 shows the Kendall-τ rank correlations of systems accord-
ing to RBP, uRBP , RBPu and MMRBP . Rank correlation between
RBP and uRBP was high for both 2015 and 2016 data. This empha-
sises the tight relation between RBP and uRBP . On the other hand,
MMRBP exhibited the strongest rank correlation with RBPu , while
the correlation between RBPu and RBP or uRBP is marginal. In
addition, we found thatMMRBP strongly correlated with RBP, but
not as strongly as uRBP does. Finally,MMRBP and uRBP showed a
generally high correlation among themselves, highlighting that the
two measures provided similar evaluations of system effectiveness;
however, MMRBP had the advantage that the trade-off between
topicality and understandability could be clearly identified and
studied.

6 CONCLUSION
In this paper, we proposed a new framework, calledMM , to evaluate
search engines when multidimensional relevance should be consid-
ered. Using both synthetic and real data, we comparedMM to the
understandability-biased information retrieval evaluation frame-
work (UBIRE), which has recently been used to evaluate search
systems in the consumer health search domain.

Our experiments showed thatMM correlated well with UBIRE
and that both had an equivalent power to rank and distinguish
good systems. However, MM has the advantage of being more
intuitive and allowing experimenters to easily understand what
relevance dimensions are affecting their systems performance, as
well as carefully tune the trade-off between topical relevance and
other dimensions. This is important because it allows search engine
practitioners to better debug their systems and tackle the under-
standability/trustworthiness of the ranked information.

While our empirical experiments only considered understand-
ability as an additional dimension to relevance, this was done for
directly comparing with UBIRE, and by definition MM naturally
accommodates an unlimited number of relevance dimensions. An
open question is whether MM correlates with human preferences
and how it compares with UBIRE in this respect. To answer this,
future work will consider user-based validation and comparison of
the two multidimensional evaluation frameworks.
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