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ABSTRACT
Formulating Boolean queries for systematic review literature search
is a challenging task. Commonly, queries are formulated by inform-
ation specialists using the protocol specified in the review and
interactions with the research team. Information specialists have
in-depth experience on how to formulate queries in this domain,
but may not have in-depth knowledge about the reviews’ topics.
Query formulation requires a significant amount of time and effort,
and is performed interactively; specialists repeatedly formulate
queries, attempt to validate their results, and reformulate specific
Boolean clauses. In this paper, we investigate the possibility of auto-
matically formulating a Boolean query from the systematic review
protocol. We propose a novel five-step approach to automatic query
formulation, specific to Boolean queries in this domain, which ap-
proximates the process by which information specialists formulate
queries. In this process, we use syntax parsing to derive the logical
structure of high-level concepts in a query, automatically extract
and map concepts to entities in order to perform entity expansion,
and finally apply post-processing operations (such as stemming and
search filters).

Automatic query formulation for systematic review literature
search has several benefits: (i) it can provide reviewers with an
indication of the types of studies that will be retrieved, without
the involvement of an information specialist, (ii) it can provide in-
formation specialists with an initial query to begin the formulation
process, (iii) it can provide researchers that perform rapid reviews
with a method to quickly perform searches.
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1 INTRODUCTION
A systematic review is a literature review that synthesises all relev-
ant studies for a particular research question. Systematic reviews
are common in the medical field, where they are important as they
form the foundation of evidence based medicine, informing clinical
practice, and guiding governmental and regulatory decisions.

Systematic reviews are often thought of as a total recall task,
as they attempt to identify and synthesise all studies relevant to
the review. In practice, systematic reviews attempt to achieve total
recall through a variety of methods including prior knowledge of
relevant studies from medical researchers, snowballing1, and, most
importantly, by formulating a search strategy to retrieve studies
from large biomedical digital libraries (databases). Besides standard
systematic reviews, other types of reviews exist where the need
for total recall is relaxed, e.g., scoping reviews aim to identify key
concepts and gaps within a research topic, and rapid reviews aim
to provide timely information about a research question. These
alternative types of reviews do not aim for total recall, but instead
benefit from high precision. Nevertheless, regardless of the pref-
erence towards recall vs. precision, searching is the primary way
studies are found.

A single systematic review may use multiple search strategies
to find studies for inclusion. Search strategies are comprised of: (i)
the database the search is submitted to, (ii) the date the search is
performed (as well as any date restrictions on the publication date
of studies), and most importantly, (iii) the query that is submitted.

Formulating a query for a systematic review, however, is a chal-
lenging task and is commonly undertaken by highly trained in-
formation specialists (e.g., specialist medical librarians). It involves
constructing a complex Boolean query in order to find (all) relevant
citations. In particular, the query must retrieve studies that, when
synthesised in the review, contribute to the answering of the re-
view’s (generally highly focused) research question. Information
specialists use domain knowledge, query formulation guidelines
(e.g., [3, 9]), experience, and intuition in order to formulate quer-
ies [3].

Typically, information specialists begin the query formulation
process by analysing a brief statement about the topic of the sys-
tematic review, its protocol, and a possible handful of citations

1Snowballing is the process by which new studies are found by examining the citations
of other studies.
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to clinical studies (seed citations) that the review’s researchers
have identified as being relevant to the review that will be conduc-
ted [3, 9]. They then identify core high-level concepts that emerge
from the provided information. In collaboration with the research-
ers, information specialists then refine these concepts that form
the basic structure of a query. Next, a ‘proto-query’ is developed
and a small subset of the citations retrieved by the proto-query are
screened to determine approximately how many studies may be
relevant when screened. Finally, the ‘proto-query’ is enlarged to in-
clude synonyms of the previously identified concepts. At this stage,
field restrictions (e.g., ‘match only on title’) may also be applied
to each query keyword. The query is then ‘translated’ to query
languages appropriate for use in a variety of medical databases to
form a search strategy, e.g., into Ovid or PubMed. Different query
languages cater for different advanced operators; e.g., Ovid allows
for proximity operators, while PubMed does not. However, most
commonly supported operators in this context are Boolean operat-
ors such as AND, OR, NOT, field restrictions (title, abstract, both),
MeSH keywords2.

Formulating queries according to the method described above
can take several weeks, if not months [16, 35]. This adds to the
significant costs (both in time and money) involved in the creation
of systematic reviews. It takes in fact up to two years and a quarter
of a million dollars to complete a systematic review [27]. Query
formulation in this context is demanding, involving lengthy interac-
tions with the search system and the underlying collection to elicit
relevant terms that characterise relevant citations. Formulated quer-
ies are often far from optimal; i.e., they retrieve more citations than
necessary (and in fact they commonly retrieve orders of magnitudes
more false positives — irrelevant citations — than true positives —
relevant citations), while they may still not guarantee total recall
(i.e., it is unclear what the number of false negatives may be). For
example, previous studies have investigated search strategies from
a representative set of published high quality systematic reviews
and showed that better queries than those originally in the reviews
were possible; these were queries that reduced the number of false
positives, while not reducing recall (or providing bounded recall
losses) [38, 39]. Note that even small increases in precision can have
a significant impact on both the total cost of a review, and the time
required to produce a review [5, 42].

The main contribution of this paper is a computational frame-
work for automatically formulating Boolean queries for systematic
review search, which approximates the processes and intuitions of
information specialists. Within our framework we present several
methodologies for approximating phases of the query formulation
process. Our experiments evaluate the automatically formulated
queries by varying the methodologies in each step of the framework
in order to identify which combination of methodologies formulates
the most effective queries. We then compare these automatically
formulated queries to several baselines.

2 RELATEDWORK
The systematic review process comprises a number of methodolo-
gical steps. Firstly, a highly specific research question is proposed

2The Medical Subject Headings (MeSH) ontology is an hierarchically organised index
of biomedical concepts.

which later defines the criteria by which studies should be included
(and thus synthesised in the final review) and excluded from re-
trieved literature. Next, a search strategy is developed by one or
more information specialists which attempts to capture all of the
relevant studies to be included in the final systematic review. Note
that these searches are usually exhaustive, leading to very small
numbers of studies which meet the inclusion criteria, at times even
below one percent [15]. It should also be noted that search is typic-
ally only performed on the citations of studies (i.e., the titles and
abstracts of published full-text studies), not the full-texts. The char-
acteristics of this type of search, which demands very high if not
total recall inside a specific domain, is related to the field of ‘eDis-
covery’ [22], which has received notable attention in Information
Retrieval. In the next step, the retrieved citations are screened for
‘potential inclusion’ in the review. The full-texts of those citations
that potentially meet the inclusion criteria are then examined to
determine if they do in fact meet the inclusion criteria, or should be
excluded. It is also in this phase that studies are ‘snowballed’ (i.e.,
identifying new studies by screening references of references) to
find any new studies that meet the inclusion criteria, but were not
retrieved by the search strategy. Finally, all of the studies which
meet the inclusion criteria are synthesised and authored by the
researchers into a single publication for dissemination.

Systematic reviews are costly and time consuming to create. The
most expensive and time consuming aspect is the screening phase.
The majority of the research that is focused on reducing the work-
load of the screening phase has primarily investigated the use of
active learning [5, 28, 48]. Active learning techniques for document
screening has received notable attention in the legal domain, where
continuous active learning has been shown to significantly reduce
the burden of screening on reviewers [6]. Furthermore, in this do-
main, neural approaches [49] to active learning have outperformed
existing baseline active learning methods. These two approaches
indicate the general trend outside of screening literature for system-
atic reviews, as well as the number of existing attempts at active
learning for this domain. In addition to these works, the CLEF
Technology Assisted Reviews in Empirical Methods [14] track has
focused on prioritising relevant citations, and methods for determ-
ining a threshold for when to stop screening. Many submissions to
this track focus on active learning. Outside work related to active
learning, recent work by Lee et al. [23] has proposed a seed-driven
document ranking approach, which ranks citations according to an
input citation (akin to query-by-document). There has also been
an uptake in the use of crowdsourcing in this setting [25, 29] as
well as attention on downstream tasks, e.g., automation of results
analysis [47] and synthesis automation [34, 44, 45].

Although in this paper we only focus on query formulation (i.e.,
search strategies), we note that the query directly impacts howmany
results are retrieved, and thus how many must be screened. Thus,
savings achieved by the formulation of ‘better queries’ propagate
throughout the systematic review creation pipeline. In this do-
main, two approaches to query formulation have arisen: conceptual
formulation [3] and objective formulation [12]. Development of
objectively derived Boolean queries compared to the conceptual
approach have been found to typically yield retrieval effectiveness
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results of higher sensitivity [11]. However, the limitation of the ob-
jective approach is that is only applicable for meta-reviews 3 — this
approach cannot be applied to typical systematic review Boolean
query formulation.

The conceptual approach of query formulation begins with an
information specialist identifying key high level concepts to con-
struct a query given a set of citations or studies provided by the
researchers conducting the review. Next, the query is enlarged
with keywords which relate to the concepts. The automatic query
formulation approach used in this work closely approximates the
conceptual query formulation method. In addition to these two
Boolean query formulation methods for systematic reviews, a num-
ber of studies have investigated ‘ranked retrieval’ of citations using
‘textual queries’ (i.e., queries similar to those found in typical ad-hoc
web search tasks). Martinez et al. [26] semi-automatically created
queries from the title of the review, other research questions, inclu-
sion and exclusion criteria, and by flattening the original Boolean
query. Karimi et al. [15] also created queries in a similar man-
ner: a combination of title, background information (e.g., research
questions), and inclusion criteria; as well as flattening the original
Boolean query. While these studies do indeed show that using
ranked retrieval without Boolean queries can reduce the workload
associated with screening (although it does not deliver the recall
levels expected for this task), Boolean queries are exclusively used
for search in this domain. Kim et al. [17] has developed a decision
tree based method for Boolean query formulation in eDiscovery,
focused on query suggestions. This method uses pseudo-relevant
studies in order to select which concepts to add to a Boolean query
as well as the location of the concept in the Boolean query structure
(i.e., by considering a binary tree as an equivalent representation
of Boolean functions). This method is challenging to apply to sys-
tematic review literature search due to the difficulty in obtaining
high quality pseudo-relevant studies.

The generation of structured queries from natural language in-
formation needs has been studied also in natural language pro-
cessing and database research, where the resulting queries are
expressed in SQL, e.g. [1, 30, 32, 50]. These methods however do
not cater for the specific nature of systematic reviews, including the
host of operators used in this field, the complexity of the queries,
the sheer quantity of synonyms, etc..

3 THE BOOLEAN QUERY FORMULATION
FRAMEWORK

In this paper, we propose a novel framework to automatically for-
mulate Boolean queries for systematic review literature search. The
input to the framework is a short statement about the topic of the
review, e.g., “galactomannan detection for invasive aspergillosis
in immunocompromised patients”. This is generally created by re-
searchers following the Population, Interventions, Controls, and
Outcomes (PICO) technique to frame and answer clinical questions,
and is provided as part of the protocol of the review. In addition,
the framework may be given seed citations as input; i.e., studies
that the researches know a priori to be relevant. Commonly, re-
searchers provide expert information specialists with a handful of
seed citations. Our framework does not expressively require seed

3A meta-review can be considered a systematic review of systematic reviews [4].

citations to be given, and in its current implementation it does not
use seed citations. The framework could, for example, be expan-
ded to consider seed citations for relevance feedback mechanisms
within the entity expansions step.

The framework comprises five steps (Figure 1): query logic com-
position (1), entity extraction (2), entity expansion (3), keyword
mapping (4), and post-processing (5). These steps approximate the
process an information specialist undertakes when formulating
queries. In query logic composition (step 1), a logical hierarchy of
high-level concepts in a query is extracted from a short description
about the systematic review (the brief topic statement). In entity
extraction (step 2), the high-level concepts in the query are extracted
and represented with entities from a reference entity repository
(i.e., a medical terminology or thesaurus, e.g., UMLS4). In entity
expansion (step 3), a query is broadened by adding related entit-
ies, within relevant locations in the query’s logical structure. In
keyword mapping (step 4), entities in the query are mapped to one
or more keyword expressions5: keywords replace entities in the
query’s logical structure. In post-processing (step 5), stemming and
study filters may be applied. Study filters are standard Boolean
expressions developed by the systematic reviews community for
explicitly retrieving specific types of citations, e.g., randomized
control trials (RCTs). The third and fifth steps are optional, and
valid queries can be obtained by applying step 4 immediately after
step 2: this may result in narrower queries being formulated. Each
of these five steps is described in further detail in the following
sections.

3.1 Query Logic Composition
Once provided with a high level overview of the topic of a review,
the information specialist usually proceeds by deriving the key
high-level concepts of the review, which in turn inform the logical
structure of the final query. An example of a high-level concept from
the example query in Figure 1 is “Immunocompromised Patients”.
Ultimately, high-level concepts are used to identify which keywords
to use in the query. In this step, the information specialist also
decides the main logical structure of the query in terms of Boolean
operators. Typically, the specialist groups the highest-level concepts
with AND operators, as all these concepts need to be in relevant
citations and related lower-level concepts with OR operators (as
these keywords form alternative expressions for referring to the
high-level concept)[3].

Our framework attempts to automatically approximate the ex-
traction of the key high-level concepts from a systematic review
topic statement by analysing it using an unlexicalised, English
probabilistic context-free grammar (PFCG) parser [18] to segment
words from systematic review statements into noun phrases. The
noun phrase structure (i.e., parse tree) is then mapped directly to
a Boolean query. Concepts are grouped by the presence of noun
phrases: we assume that nested noun phrases indicate the semantic
grouping of phrases. Noun phrases at the highest level are grouped
by the Boolean operator AND, and noun phrases at lower depths
in the query structure are grouped by the Boolean operator OR.

4The Unified Medical Language System (UMLS) is an integration of a number of key
medical and biomedical terminologies, including MeSH.
5Each keyword may be formed by an n-gram or phrase.
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Galactomannan detection for invasive aspergillosis in 
immunocompromised patients

1. Query Logic Composition

[NLP] or [MAN]ual

((aspergillosis, invasive OR patients, immunocompromised) 
AND (galactomannan OR detection))

( ROOT 
( NP 
( NP ( NNP Galactomannan ) ) 
( NP ( NP ( NN detection ) ) 
( PP 
( IN for ) 
( NP 
( NP ( JJ invasive ) ( NNS aspergillosis ) ) 
( PP ( IN in )
( NP 
( JJ immunocompromised ) ( NNS patients ) ) ) ) ) ) ) )

Logically structured high-level concepts

((C0060961 OR C1511790) AND (C0238013 OR C0085393))

Final Boolean Query

3. Entity Expansion

((0060961 OR 0002679 OR ... OR 0701307 OR 1511790) AND 
(0238013 OR 0085393 OR ... OR 0699671 OR 0021079))

2. Entity Extraction

4. Keyword Mapping

((aspergillosis, invasive OR amphotericin b OR ... OR 
cytovene OR patients, immunocompromised) AND (detection OR 
immune suppression OR...OR mycelex OR galactomannan))

MetaMap

[M]atch, [P]referred, [A]liases, [F]requency

[E]mbeddings

5. Post-processing

((asperg*, invasive OR amphotericin b OR ... OR cytovene OR 
patients, immunocompromised) AND (detect* OR immune 
suppression OR ... OR mycelex OR galactomannan))
[STEM]ming, [RCT] Study Filters

systematic review statement (+ protocol + seed citations)

Figure 1: Our automatic Boolean query formulation frame-
work. Three high-level concepts are identified from the sys-
tematic review’s topic statement: galactomannan detection,
invasive aspergillosis, and immunocompromised patients.
These are then logically composed into a Boolean syntax
and entities extracted (defined as entries in the UMLS). Entit-
ies are then (optionally) expanded. Entities are thenmapped
to keywords: in the example, we use the Alias method. Fi-
nally, (optional) post-processing is applied to obtain the
Boolean query (in the example the query was stemmed).

Figure 1 provides the parse tree for the query in our example, and
its mapping to a proto-query with the relevant Boolean syntax.

In our experiments (Section 4), we refer to the above method
for extraction of high-level concepts and generation of the Boolean
syntax as NLP. We shall also consider the [Man]ual creation of
the parse tree, to study the impact of possible errors from the PFCG
parser on the effectiveness of the formulated queries. The structure
of the query and the selection of Boolean operators is derived from
themanually created parse tree, in the sameway as the NLPmethod.

3.2 Entity Extraction
Following the logical composition of the review’s topic statement
into a proto-query, entities are extracted from the query’s high-level
concepts. To represent entities we use the Unified Medical Lan-
guage System (UMLS). 6 We use UMLS, rather than MeSH (which
is commonly used as part of systematic reviews queries) as UMLS
comprises a larger scope of topics than MeSH, and provides many
alternative ways to refer to an entity. Note that MeSH is also sub-
set of the UMLS. The mapping between high-level concepts and
UMLS entities (also known as CUIs) is performed through any of the
available medical entity extraction algorithms, e.g., MetaMap [2] or
QuickUMLS [43], which use natural language processing and term
matching between the keywords to express the high-level entity
and the terms used to describe entities in UMLS. In our experiments
we use MetaMap, and leave the studying the impact of alternative
entity extraction techniques to future work.

3.3 Entity Expansion
Once the entities that form the query have been extracted, an op-
tional expansion step can be applied to broaden the query with
related entities. This step is optional — if not applied, the resulting
query may, however, be narrow and thus not suited for recall-
oriented searches; but may be sufficient for precision-oriented
searches. To identify expansions, entities (UMLS CUIs) are embed-
ded into a high-dimensional vector space (using word embeddings
techniques [46]). The cosine similarity between each entity in the
proto-query and any entity in the embedding space is computed.
For each proto-query entity, the k entities with the highest cosine
similarity are selected and included in the query, respecting the
query’s logical structure, and the entities contained in the proto-
query. We classify this method of entity expansion [E]mbedding.
Note that other methods are possible to perform entity expansion:
we could consider methods of medical entity similarity surveyed
by relevant literature [7, 19, 31] — we leave this for future work.

3.4 Keywords Mapping
Queries are then processed so as to transform entities (CUIs) into
keywords— these could be singlewords or phrases. Several methods
to map entities to keywords are explored in this research:

[M]atch: The original keywords matched by the NLP tool to
extract entities from high-level concepts are used to map back
these entities to keywords and are added to the query. When
using MetaMap as an NLP tool, this corresponds to using
Matched terms. Note that this method can only be used when
directly applied to the proto-query, i.e., when no entity extrac-
tion has been performed.

[P]referred: The UMLS Preferred terms associated to an en-
tity (CUI) are added to the query.

[A]liases: An entity in UMLS is associated to one or more terms
which describe aliases for that entity. All the identified terms
are then added to the query.

[F]requent: Rather than adding all aliases of an entity, only the
most frequently used term is added to the query. The intuition
for this method is derived from work by Jimmy et al. [13].

6Although other suitable terminologies may be used (e.g., MeSH, SNOMED CT, etc.).
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3.5 Post-Processing
The result of keyword mapping is a Boolean query which can
be directly executed on medical databases to search for literature.
This query can, however, be further processed by applying post-
processing operations.We consider two post-processing techniques:
stemming, and the addition of randomised controlled trial (RCT) fil-
ters. Other activities could be performed, e.g., the addition of MeSH
terms, limiting certain keywords to specific fields (title, abstract,
etc.), adjusting proximity operators between keywords (depending
on the query language and database used). We leave the develop-
ment and study of other post-processing activities to future work.
We describe the two post-processing techniques considered in this
work below.

[STEM]ming: Often keywords in queries for systematic re-
views are explicitly, manually stemmed to increase the possibil-
ity of matching relevant citations. The use of standard English
stemmers, e.g., Porter and Krovetz [20, 33], may not be suit-
able to keywords in these queries as they are medical terms
which are frequently derived from Latin and Greek — and
may be a combination of several words [21], e.g., “acroceph-
alopolysyndactylie”. While alternative stemming algorithms
exist that may better cater for medical language [21, 41], their
effectiveness in this context is still poorly documented. We
then resort in taking a statistical approach to stemming. We
obtain a collection of Boolean queries published in systematic
reviews7 and we extracted their stemmed keywords; in pub-
lished reviews, these are indicated with wildcards, (e.g., ?, *,
etc.). Then, for each keyword in an automatically formulated
Boolean query, we substitute the longest match found in the
list of stems, if any.

[RCT] Filters: An emerging trend among information special-
ists undertaking systematic review querying is the develop-
ment of methodological search filters [8], usually in an attempt
to increase the precision of the searches (though filters exists
that aim to increase recall). Search filters are a quasi-standard
Boolean expression comprising keywords and indexing terms
(e.g., MeSH) that are designed to retrieve a specific type of
literature. For example, filters exist for the type of studies
the review seeks, e.g. Figures 2 and 3 show the sensitivity-
maximising and sensitivity-and-precision-maximising search
filters for randomised control trials (RCTs) studies, as de-
veloped by Cochrane initiative [9]. These are the filters we
consider in our experiments, although other filters may have
been applied. Specifically, in our experiment we evaluate our
framework using a collection containing Diagnostic Test Ac-
curacy (DTA) reviews: however, the use of routine filters for
these reviews is discouraged [10], and standard, comprehens-
ive filters for DTA are not available. We study the application
of RCT filters as an example of the use of search filters in our
framework because often DTA reviews rely on the analysis of
randomised control trial studies.

7Including the queries for the collection we used for the experiments.

#1 randomized controlled trial [pt]
#2 controlled clinical trial [pt]
#3 randomized [tiab]
#4 placebo [tiab]
#5 drug therapy [sh]
#6 randomly [tiab]
#7 trial [tiab]
#8 groups [tiab]
#9 #1 OR #2 OR #3 OR #4 OR #5 OR #6 OR #7 OR #8
#10 animals [mh] NOT humans [mh]
#11 #9 NOT #10

Figure 2: Cochrane sensitivity-maximising RCTs filter.

#1 randomized controlled trial [pt]
#2 controlled clinical trial [pt]
#3 randomized [tiab]
#4 placebo [tiab]
#5 clinical trials as topic [mesh: noexp]
#6 randomly [tiab]
#7 trial [ti]
#8 #1 OR #2 OR #3 OR #4 OR #5 OR #6 OR #7
#9 animals [mh] NOT humans [mh]
#10 #8 NOT #9

Figure 3: Cochrane sensitivity-and-precision-maximising
RCTs filter.

4 EXPERIMENTAL SETUP
4.1 Dataset
To validate the effectiveness of our automatic Boolean query formu-
lation framework we used the CLEF Technology Assisted Reviews
(TAR) 2018 collection [14]. This collection contains queries, proto-
cols, relevance assessments, and links to the original reviews for
72 (training and testing combined) Diagnosis Test Accuracy (DTA)
reviews. For evaluation, we used the abstract-level relevance judge-
ments (assessments from TAR-2018 Subtask 2). A relevant citation
is a retrieved study that has met the inclusion criteria during the
screening phase, but may have been later excluded during the ap-
praisal of studies based on full-text. This level of relevance was
chosen for the experiment because the alternative (relevant when
meeting the inclusion criteria and included in the review) assumes
knowledge about the full-text of each study (which is not used in
this work). We performed the experiments on all 72 queries (none
of the methods studied here required training data), by directly
executing our queries on PubMed using the Entrez API [36]. The
experimental pipelines for automatically formulating and evaluat-
ing queries was performed through Querylab [37], which allows for
the release of formulation and evaluation pipelines in a common
format for reproducibility8.

The collection contains Boolean queries in two query languages:
Ovid Medline and PubMed. As our experiments use PubMed as
8These will be made available in an online appendix upon publication.
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the basis for retrieval, it is necessary to translate the Ovid Medline
queries to the PubMed query language. Although we used an auto-
matic tool for this translation [37], a number of queries could not
be automatically translated due to formatting/logical errors, and
we applied manual intervention to help in this process.

4.2 Implementation of the Framework
As input to our framework we used the title reported in the pro-
tocol associated to each systematic review in the CLEF TAR-2018
collection; this is an approximation of the systematic review brief
topic statement. Note that the title of a systematic review does
not contain information that would be known after the review is
complete: from this perspective it is appropriate to use as if the
researchers of a review were to provide it to an information special-
ist as a summary/statement about the topic of the review. Figure 1
shows an example title from the CLEF 2018 collection.

When implementing the proposed framework, we used the Stan-
ford unlexicalised PFCG English parser9 [18] for the [NLP]method
in the query logic composition step. We also performed a manual
segmentation and parsing of the title ([Man]), to control for errors
in the automatic parsing. We did this in a consistent way: for ex-
ample, when concepts relating to ‘diagnosis’ appeared, we always
formed a new clause; the PICO method was also used to drive the
segmentation of titles into high-level concepts.

To perform the entity extraction step, we used MetaMap version
2018, with options set to their default values.

The entity expansion step ([E]) relied on the availability of em-
beddings to find related entities (UMLS CUIs) to those in the proto-
query. To this aim we used a resource containing 500k clinical
concept embeddings by van der Vegt et al. [46], which learned em-
beddings for a large set of UMLS CUIs on all of PubMed. When
considering the top similar entities to a target entity, we set k = 20.

Methods [P], [A] and [F] relied on data about entities in the
UMLS meta-thesaurus; for this, we used the UMLS 2018-AB meta-
thesaurus. Method [M] instead relied on the n-grams from the
systematic reviews’ statements as extracted by MetaMap, for which
we used the same Metamap instance used for entity extraction.

To derive a set of commonmedical stems for the [STEM]method,
we used the Boolean queries from the CLEF 2018 collection and
those in the collection by Scells et al. [40]. The latter consists of
Boolean queries from a set of 125 high quality systematic reviews
developed through the Cochrane initiative (and not focused on
DTA, as is the case for CLEF 2018 instead).

4.3 Evaluation Measures
When evaluating the effectiveness of the automatically formulated
queries, we considered two contexts: the formulation of a query
for a standard systematic review, and that for a rapid systematic
review. Both types are used for DTA reviews. The difference is that
standard systematic reviews require high level of recall (if not total
recall); while rapid reviews trade off losses in recall for high(er)
precision. To model these two evaluation contexts, we measure
recall, F1, F3 and work saved over sampling (WSS) [5] when consid-
ering standard systematic reviews; we measure precision, F0.5 and
F1 when considering rapid reviews. We report these evaluations
9https://nlp.stanford.edu/software/lex-parser.shtml

Rapid Reviews Systematic Reviews
Precision F0.5 F1 F3 WSS Recall

O 0.0253 0.0310 0.0469 0.1578 0.9039 0.9105
S 0.0264 0.0309 0.0434 0.1216 0.4927 0.4929

Table 1: Evaluation results of the original (O) queries versus
the simplified (S) queries.

contexts separately, so as to not confuse the need for total recall
with the trade off of recall in favour of precision.

Statistical significance analysis of the methods’ comparative
effectiveness is performed using two-tailed paired Student’s t-test
with Bonferroni correction.

4.4 Baselines
To facilitate a fair comparison between our methods and the quer-
ies that reviewers manually formulated for the same reviews, the
original queries formulated by human information specialist in the
collection were modified for a separate baseline. The queries were
modified by removing MeSH index terms and normalising all field
restrictions were to Title/Abstract. This was done as the queries
formulated using our framework do not make use of MeSH index
terms or attempt to apply different field restrictions. We refer to
these modified queries as “simplified”, this is denoted as S. For com-
pleteness, in Table 1 we report the evaluation results for the original
queries (without modifications) and their simplified counterpart.
Additionally, we consider a naïve approach to query formulation
where Boolean queries were formed using terms from the reviews’
titles connected by a Boolean OR operator; this is denoted as T.

We also performed experiments using the Boolean query genera-
tion algorithm proposed by Kim et al. [17] to use as a baseline, which
was devised for creating queries for patent search. To adapt their
method to the task of query generation for literature search, we sub-
mitted the systematic review topic description (title) to PubMed and
use its ad-hoc query ranking mechanism to obtain pseudo-relevant
documents. We followed this approach because their method re-
quires as input a set of (pseudo-) relevant documents; indeed, the
method is thought as a mean for further refining an initial query.
The queries obtained when applying this method, however, were
sub-par and did not contribute to a meaningful comparison, so were
omitted from the results reported in the following section. This
highlights the difficulties of adapting methods that at first appear
applicable to this task; it also further demonstrates the novelty of
the method proposed here.

5 RESULTS
The results of the first four steps of the automatic query formula-
tion are presented in Table 2. Overall, there is no clear winner in
terms of an automatic query formulation method that outperforms
the simplified original query on all measures for these particu-
lar queries. The method with the highest F1, however, is MAN/M:
a combination of Manual query logic composition and Matched
entity mapping. This method does indeed improve over the sim-
plified baseline in terms of all rapid review oriented evaluation
methods; however, it suffers significantly in terms of typical sys-
tematic review evaluation measures. Meanwhile, the MAN/F/E is
not significantly worse than the simplified query in any measure,

https://nlp.stanford.edu/software/lex-parser.shtml
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Figure 4: NLP query logic composition method versus
manual method. The left-hand figures indicate measures re-
lating to rapid reviews, while the right-hand figures indicate
measures relating to typical systematic reviews. Each sub-
figure illustrates the gains or losses theNLPmethodhas over
the manual method. A bar in the positive y-axis indicates
a gain for the NLP method over the Manual method, and a
bar in the negative y-axis indicates a gain for the Manual
method over the NLPmethod. Two-tailed statistical signific-
ance with p < 0.01 is indicated by bars with a ∴∵ pattern.

indicating that these queries better approximate how the simpli-
fied query was formulated. Note that the post-processing methods
are not shown in this table: these results are discussed later. Even
still, there is much variability between how queries are logically
composed, which initial keywords are chosen for these queries,
and even which keywords are chosen as expansion terms. The
following sections explores differences between the query logic
composition Manual and NLP methods; next, the impact of entity to
keyword mapping, then the impact of entity expansion, and finally,
the impact of post-processing.

5.1 Impact of Query Logic Composition
When considering the query logic composition methods, there ex-
ists a trade-off between the NLP and Manual methods in terms of
precision and recall. Figure 4 illustrates these differences in query lo-
gic composition. Overall, the NLPmethod composes queries that are,

on average, significantly more effective in terms of typical system-
atic review oriented measures (e.g., recall) over the Manual method,
but less effective in terms of rapid review oriented measures (e.g.
precision). Interestingly, however, are queries where concepts are
eventually mapped to keywords in terms of F3, which weights recall
higher than precision: here, the Manual method composes queries
that are, on average, more effective.

These results suggest that, for rapid review oriented measures,
the structure of the query (i.e., how keywords are combined by
Boolean operators) is more important than the keywords used.
Whereas for systematic review oriented measures, the selection of
keywords in the query play a larger role than the structure of the
query.

5.2 Impact of Keyword Mapping
The keyword entity mapping method also produces measurably
different queries between each query logic composition method and
between each entity mapping method. Table 3 provides a compar-
ison of entity mapping methods between query logic composition
methods. Statistically significant differences between the entity
mapping methods can be seen for both query logic composition
methods. Notably, both query logic composition methods show
many significant differences in terms of systematic review ori-
ented evaluation measures for the Alias and Preferred methods.
Overall, the systematic review oriented evaluation measures are
most affected by the entity mapping methods. The Alias entity
mapping method provides the highest recall, WSS and F3 for the
Manual query logic composition method, while the Match method
provides the highest values for these evaluation measures for the
NLP method.

In terms of rapid review oriented evaluation measures, there are
fewer significant differences between entity mapping methods. The
one exception is the Preferred mapping method for the Manual
query logic composition method. This method is statistically sig-
nificantly worse than all other methods. There is no statistical
significant differences between the NLP queries, however the Pre-
ferred method also produces queries which are much worse than
the other methods.

5.3 Impact of Entity Expansion
Each entity expansion method impacts the effectiveness of a query
in different ways as well – this is visualised in Figure 5. Each sub-
figure shows the average difference between the evaluation scores
of a query formulated query logic composition and entity map-
ping, and when these queries have an additional entity expansion
step applied. (Note that entity expansion cannot be applied to the
Match method, see Section 3). All entity expansion methods except
NLP/P/E provide gains in systematic review oriented measures.
Some gains in recall are statistically significant (two-tailed t-test
with p < 0.1), however the losses in precision and F1 are also stat-
istically significant in some cases. Most notable is the MAN/A/E
query formulation method, where an increase in effectiveness is
obtained for all measures, and a statistically significant increase in
effectiveness for both systematic review and rapid review oriented
evaluation measures can be observed.
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Rapid Reviews Systematic Reviews
Precision F0.5 F1 F3 WSS Recall

S 0.0264 0.0309 0.0434 0.1216 0.4929 0.4927
T 0.0001 0.0001 0.0002 0.0011 0.9303 0.8425

M
an
ua
l

M 0.0446△ 0.0345△ 0.0335△ 0.0479▼△ 0.1527▼▽ 0.1525▼▽

A 0.0057▼ 0.0043▼ 0.0051▼ 0.0090▼ 0.0328▼▽ 0.0326▼▽

A/E 0.0110▼△ 0.0127▼△ 0.0177▼△ 0.0553▼△ 0.5874▽ 0.5842▽

F 0.0441△ 0.0315△ 0.0315△ 0.0482▼△ 0.1608▼▽ 0.1604▼▽

F/E 0.0223△ 0.0236△ 0.0307△ 0.0673△ 0.3477▽ 0.3471▽
P 0.0285△ 0.0236△ 0.0249△ 0.0403▼△ 0.1163▼▽ 0.1162▼▽

P/E 0.0116△ 0.0115△ 0.0145▼△ 0.0379▼△ 0.2961▼▽ 0.2947▼▽

N
LP

M 0.0305 0.0201△ 0.0208△ 0.0400▼△ 0.3565▽ 0.3523▽
A 0.0046▼ 0.0042▼ 0.0053▼ 0.0127▼ 0.1045▼▽ 0.1023▼▽

A/E 0.0162 0.0118▼ 0.0120▼△ 0.0270▼△ 0.5941▽ 0.5594▽
F 0.0262△ 0.0187△ 0.0183△ 0.0326▼△ 0.3383▽ 0.3317▽
F/E 0.0018▼ 0.0008▼ 0.0008▼ 0.0020▼ 0.0452▼▽ 0.0451▼▽

P 0.0173 0.0107▼△ 0.0099▼△ 0.0188▼△ 0.2046▼▽ 0.2010▼▽

P/E 0.0052▼△ 0.0055▼△ 0.0073▼△ 0.0186▼△ 0.2896▼▽ 0.2809▼▽

Table 2: Results of the automatic query formulationmethods. Two-tailed statistical significance (p < 0.01) is computed between
each formulation method and the original simplified (S) and title methods (T) (indicated by ▲, △ if a method is statistically
significantly higher, or ▼, ▽ if a method is statistically significantly lower, respectively). Solid triangles indicate significant
differences between S, outlined triangles indicate significant differences between T. Values in bold indicate the highest value
out of all automatic methods.

Rapid Reviews Systematic Reviews
Precision F0.5 F1 F3 WSS Recall

M
an
ua
l M 0.0481p 0.0391 0.0388 0.0557a 0.1765a 0.1767a

P 0.0273m 0.0243 0.0261a 0.0418a 0.1424a 0.1440a

A 0.0478 0.0390 0.0459p 0.0889mpf 0.3565mpf 0.3572mpf

F 0.0429 0.0365 0.0382 0.0564a 0.1672a 0.1674a

N
LP

M 0.0305 0.0201 0.0208 0.0400 0.3523p 0.3565pa

P 0.0173 0.0107 0.0099 0.0188 0.2010maf 0.2046maf

A 0.0198 0.0154 0.0175 0.0412 0.4741p f 0.4962mpf

F 0.0262 0.0187 0.0183 0.0326 0.3317pa 0.3383pa

Table 3: Comparison between the entity mapping methods between each query logical composition method. Two-tailed stat-
istical significance (p < 0.01) is computed between each entity mapping for a query logical composition method (indicated by
M for the Match method, P for the Preferred method, F for the frequency method, and A for the alias method).

5.4 Impact of Post-Processing
When considering the impact of post-processing on queries, the
results of the two most effective queries are chosen for analysis
(NLP/A/E, andMAN/M). Figure 6 visualises the impact of RCT filters
and stemming has on these chosen queries. Each sub-figure shows
the average difference between the evaluation scores of the simpli-
fied original query and the automatically formulated query with
either the sensitivity-maximising filter, sensitivity-and-precision-
maximising filter, or stemming applied. When compared to the
simplified original query, most post-processing filters saw a reduc-
tion in effectiveness (leading to why only the two best methods are

chosen for analysis). These results highlight the importance of us-
ing search filters that are not only specific to the kind of systematic
review (i.e., DTA reviews or rapid reviews), but to the topic of the
systematic review (i.e., systematic reviews about cancer should have
a cancer-specific search filter). In using unspecific or general search
filters, the effectiveness of a query can be significantly degraded.

While the use of search filters is pervasive in systematic review
search, our experiments show that they actually had a detrimental
effect on retrieval effectiveness. This may not be the case for all
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Figure 5: Impact of the entity expansion methods when ap-
plied to queries formulated using each query logic compos-
ition and entity mapping method. The left-hand figures in-
dicate measures relating to rapid reviews, while the right-
hand figures indicate measures relating to typical system-
atic reviews. Each sub-figure shows the average difference
between the evaluation scores of the original automatically
formulated query and the same query without the entity
expansion applied. Two-tailed statistical significance with
p < 0.01 is indicated by bars with a ∴∵ pattern.

systematic reviews; however, the results at least serve as caution-
ary tale for commonly used, yet experimentally unproven, search
practises.

6 DISCUSSION
The results of the automatic Boolean query formulation experi-
ments show just how difficult the task of query formulation is for
this domain. Our novel five-step approach to query formulation,
however, can outperform a comparable query formulated manually
(i.e., the simplified original query). There often exists a trade-off
between precision and recall using these approaches, and no single
combination of automatic query formulation methods was able to,
on average across all considered evaluation measures, outperform
the simplified original query. In terms of rapid review oriented

M
A
N
/F
/E
/R
C
TP

M
A
N
/F
/E
/R
C
TS

M
A
N
/F
/E
/S
TE
M

M
A
N
/M
/R
C
TP

M
A
N
/M
/R
C
TS

M
A
N
/M
/S
TE
M

−0.01

0.00

0.01

0.02

Precision

M
A
N
/F
/E
/R
C
TP

M
A
N
/F
/E
/R
C
TS

M
A
N
/F
/E
/S
TE
M

M
A
N
/M
/R
C
TP

M
A
N
/M
/R
C
TS

M
A
N
/M
/S
TE
M

−0.5

−0.4

−0.3

−0.2

−0.1

0.0

Recall

M
A
N
/F
/E
/R
C
TP

M
A
N
/F
/E
/R
C
TS

M
A
N
/F
/E
/S
TE
M

M
A
N
/M
/R
C
TP

M
A
N
/M
/R
C
TS

M
A
N
/M
/S
TE
M

−0.025

−0.020

−0.015

−0.010

−0.005

0.000

F0.5

M
A
N
/F
/E
/R
C
TP

M
A
N
/F
/E
/R
C
TS

M
A
N
/F
/E
/S
TE
M

M
A
N
/M
/R
C
TP

M
A
N
/M
/R
C
TS

M
A
N
/M
/S
TE
M

−0.5

−0.4

−0.3

−0.2

−0.1

0.0

WSS

M
A
N
/F
/E
/R
C
TP

M
A
N
/F
/E
/R
C
TS

M
A
N
/F
/E
/S
TE
M

M
A
N
/M
/R
C
TP

M
A
N
/M
/R
C
TS

M
A
N
/M
/S
TE
M

−0.04

−0.03

−0.02

−0.01

0.00

F1

M
A
N
/F
/E
/R
C
TP

M
A
N
/F
/E
/R
C
TS

M
A
N
/F
/E
/S
TE
M

M
A
N
/M
/R
C
TP

M
A
N
/M
/R
C
TS

M
A
N
/M
/S
TE
M

−0.100

−0.075

−0.050

−0.025

0.000

F3

Figure 6: Impact of the post-processing on automatically for-
mulated queries. The left-hand figures indicatemeasures re-
lating to rapid reviews, while the right-hand figures indic-
ate measures relating to typical systematic reviews. Each
sub-figure shows the average difference between the eval-
uation scores of the human gold standard query and the
automatically formulated query with either the sensitivity-
maximising filter (RCTS), or the sensitivity-and-precision-
maximising filter (RCTP), or stemming (STEM). Two-tailed
statistical significance with p < 0.01 is indicated by bars with
a ∴∵ pattern.

measures, the MAN/E method automatically formulates queries
with the highest gains. And in terms of systematic review oriented
measures, the NLP/A/E method automatically formulates queries
which are closest in performance to the baseline. These results are
important as it shows that the methods laid out in this work are able
to automatically formulate queries that are comparable to an equi-
valent query that could be formulated manually. Moreover, these
methods can produce a variety of queries, automatically, which
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either maximise or minimise particular evaluation measures (and
thus incur a trade-off between precision and recall) or which closely
approximate what could have been formulatedmanually —meaning
that these methods can be applied to a variety of contexts.

The MAN/F/E approach to automatic query formulation, pro-
duces queries which do not suffer significant differences with the
simplified original queries. This method is a promising candidate to
focus on when refining the query formulation process. For example,
a number of parameters about this method may be tweaked (e.g.,
the number of expansions made) which may further improve the
effectiveness.

When adding a randomised controlled trial filter to the query, it
can be observed that for these particular queries which are search-
ing literature for diagnostic test accuracy systematic reviews, the
filters significantly reduce the effectiveness of queries. This is due
to the difficulty of systematic reviews on diagnostic test accur-
acy. Evidence based on the experience of biomedical researchers
searching for diagnostic test accuracy studies for a systematic re-
view, has shown that typical randomised controlled trial filters are
not effective in this context [24]. Clearly, these general purpose
RCT filters are not suitable for queries retrieving literature for sys-
tematic reviews of diagnostic test accuracy. However, the sub-par
effectiveness of these queries highlight the importance of choosing
appropriate search filters.

7 CONCLUSION & FUTUREWORK
There is clear room for future work in this area. Two important
aspects about queries in this context were not considered in the
experiments: field restrictions and MeSH keywords & explosion.
We expect future work which focuses on these aspects to see consid-
erable gains in effectiveness, and automatic formulation of queries
close to the effectiveness of Boolean queries formulated manu-
ally by professionals. Extensions and additions to the query logic
composition, entity mapping, and entity expansion methods as
proposed in this work are also available areas for future work. For
example, there are a number of possible avenues for future work
and extensions that are mentioned in this paper which may help to
further improve these results. However, we predict only marginal
gains in effectiveness could come about.

Next, the identification of appropriate filters is necessary for
queries retrieving literature for systematic review on diagnostic
test accuracy. Future work on developing these filters is necessary,
as it is still unclear if global filters (e.g., the quasi-standard Cochrane
randomised controlled trial filters) or local filters (i.e., dependent on
the query) are more effective. Finally, work can be done to identify
the effectiveness of these automatic query formulation methods
on broader types of systematic reviews (e.g, typical systematic
reviews which synthesise randomised controlled trials, scoping
reviews which aim to synthesise literature on a very broad topic, or
meta-reviews which are systematic reviews on systematic reviews).

Our novel five-step approach to automatic query formulation
was informed by the practices of real information specialists for-
mulating Boolean queries for systematic review literature search.
Our approach can automatically produce queries that are often
as effective as an equivalent manually formulate query. Moreover,
these queries require minimal data (one sentence) in order to be

formulated: in our experiments only the title of the systematic
review is used. Our motivation is not to replace the information
specialist performing query formulation but instead to assist them
in formulating more effective queries in a shorter period of time. An
interactive system, using our query formulation approach, could
help the searcher to further expand and refine queries as they see
fit, help in training purposes to allow students to ‘get a feel’ for
how to search for literature without starting from scratch, or for
researchers conducting rapid reviews: where time is a major factor
and the accuracy of the review (with respect to finding every pos-
sible relevant study for the research question) is not as important
as it is in traditional systematic review settings.

Overall, more effective query formulation has the potential to
reduce the time spent screening and appraising literature, leading to
more timely and cost-effective systematic reviews, leading to more
up-to-date evidence based medicine and therefore more accurate
diagnosis and decisions by clinical professionals.
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