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Outline
• Dealing with the semantic gap: exploiting the 

semantics of medical language 
• concept based search & inference, query expansion, learning 

to rank 

• Dealing with the nuances of medical language 
• negation, family history, understandability 

• Understanding and aiding query formulation 
• query variations, query reformulation, query clarification, query 

suggestion, query intent, query difficulty, task-based solutions
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Dealing with the 
semantic gap
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Exploiting semantics of  
medical language

• What are medical concepts, where are they defined 

• Why use concepts 

• Why concepts and terms
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Medical concepts

• Medical concepts are defined in domain knowledge 
resource 

• Capture the key aspects of the domain or some 
specific sub-domain 

• Relationships between concepts capture associations
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Implicit VS Explicit Semantics

• Explicit semantics: structured human representation of 
knowledge and its concepts 

• e.g., medical terminologies 
• Implicit Semantics: draw representation of words/concepts 

from data  
• e.g., distributional/latent semantic models
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Key Medical 
Terminologies



Medical Subject Headings (MeSH)

Controlled vocabulary for 
indexing journal articles 

Mainly used by researchers 
and clinicians searching the 
literature.
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SNOMED CT
Formal medical ontology: ~500,000 concepts ~3,000,000 
relationships 

Becoming de-facto mean of formally representing clinical data. 

Adopted by software  
vendors
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SNOMED CT
Formal medical ontology: ~500,000 concepts ~3,000,000 
relationships 

Becoming de-facto mean of formally representing clinical data. 

Adopted by software  
vendors
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ICD 

International Statistical 
Classification of Diseases and 
Related Health Problems 
(ICD) 

Diagnosis classification from 
World Health Organisation 

Used extensively in billing
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Unified Medical Language System (UMLS)

• UMLS is a compendium of many controlled 
vocabularies in the biomedical sciences 

• Combined many terminologies under one 
umbrella 

• UMLS concept grouped into higher level semantic 
types 

• Concept: Myocardial Infarction [C0027051] of type Disease or Syndrome [T047] 

• https://uts.nlm.nih.gov//metathesaurus.html
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An important note
• These resources contain information that can help characterise medical 

language 

• Synonyms of a term 

• Relationship between terms/concepts 

• Rarely do these resources contain information that directly answers questions 
like 
 
 
 
 
 

• That is, they do not directly resolve the clinical questions presented in 
[Ely et al., 2000] taxonomy 

• They capture truisms/universal facts, not subjective knowledge/things that 
could change over time �12

• What is the drug of choice for condition 
x? 

• What is the cause of symptom x? 
• What test is indicated in situation x?  
• How should I treat condition x (not limited 

to drug treatment)? 

• How should I manage condition x (not 
specifying diagnostic or therapeutic)? 

• What is the cause of physical finding x? 
• What is the cause of test finding x? 
• Can drug x cause (adverse) finding y?  
• Could this patient have condition x?



Convert Terms to Concepts 
(aka Concept Mapping)

[Aronson&Lang, 2010] �13
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Convert Terms to Concepts 
(aka Concept Mapping)

“human immunodeficiency virus” 
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Convert Terms to Concepts 
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Convert Terms to Concepts 
(aka Concept Mapping)

“esophageal reflux”

“human immunodeficiency virus” 
“T-lymphotropic virus” 
“HIV” 
“AIDS”

86406008 
(Human 
immunodeficiency 
virus infection)
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(Breast Cancer 
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Term Encapsulation
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Convert Terms to Concepts 
(aka Concept Mapping)

“esophageal reflux”

“human immunodeficiency virus” 
“T-lymphotropic virus” 
“HIV” 
“AIDS”

86406008 
(Human 
immunodeficiency 
virus infection)

235595009   Gastroesophageal reflux 
196600005   Acid reflux or oesophagitis 
47268002    Reflux 
249496004  Esophageal reflux finding

“metastatic breast cancer”
“metastatic” 

 “breast”  
“cancer”

Concept Id:
60278488 
(Breast Cancer 
Metastatic)

Term Encapsulation

[Aronson&Lang, 2010]

Conflating Term-variants

�13



Convert Terms to Concepts 
(aka Concept Mapping)

“esophageal reflux”

“human immunodeficiency virus” 
“T-lymphotropic virus” 
“HIV” 
“AIDS”

86406008 
(Human 
immunodeficiency 
virus infection)

235595009   Gastroesophageal reflux 
196600005   Acid reflux or oesophagitis 
47268002    Reflux 
249496004  Esophageal reflux finding

“metastatic breast cancer”
“metastatic” 

 “breast”  
“cancer”

Concept Id:
60278488 
(Breast Cancer 
Metastatic)

Term Encapsulation

Concept Expansion

[Aronson&Lang, 2010]

Conflating Term-variants
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Concept extraction/mapping tools
• Metamap — National Library of Medicine [Aronson&Lang, 2010] 

• Extensive configuration option; but: default options tuned for biomedical 
literature, not necessarily websites or clinical text 

• Can be slow and unstable 

• QuickUMLS [Soldaini&Goharian, 2016] 
• Modern computationally efficient mapper 

• Shown in the hands-on session 

• SemRep — to extract relations between concepts 
[Rindflesch&Fiszman, 2003] 
• <subject, object, relation> from 27.9M PubMed articles stored into 

SemMedDB: https://skr3.nlm.nih.gov/SemMedDB/ 

• Others exist: cTakes [Savova et al., 2010], Ontoserver [McBride et al., 2012], etc.
�14
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Concept Mapping as an IR problem

�15

“…the patient had headaches and was home…”

25064002
162307009
162308004

…

Ranked list of concepts

Issue the query “headaches” to IR system

Select top ranking concept

[Mirhosseini et al., 2014]

Metamap Ontoserver IR
Metamap 191 9/193 41/211

Ontoserver - 11 9/63
IR - - 61

Table 2: The first diagonal of the table reports the

number of queries with no retrieved result for each

of the systems; the remaining cells report the size

of the intersection and of the union of the sets of

queries with no retrieved result for each pair of sys-

tems.

System RR S@1 S@5 S@10

Metamap 0.3015 0.2032 0.4354 0.5941
Ontoserver 0.6315 0.5323 0.7576 0.8111

TF-IDF 0.3959* 0.2967* 0.5069* 0.5920
BM25 0.3925* 0.2953* 0.5048* 0.5852
JMLM 0.3691* 0.2747* 0.4766 0.5714
DLM 0.2914 0.1848 0.4059 0.5227*

Table 3: Retrieval results on the concept map-

ping task using benchmark systems and standard

IR techniques and excluding queries where no re-

sult is returned by at least one approach. All dif-

ferences between IR techniques and benchmark sys-

tems are statistically significant with p < 2.2 ⇤ 10�16

(paired t-test); statistical significant di↵erence be-

tween IR techniques and Metamap are marked with

⇤ (p < 0.01).

ment returned by each approach, along with the size of the
intersection and union of the sets of queries with no result
returned when systems were pairwise compared. Overall,
there were 212 queries for which at least one system did not
return a result and 43 queries for which no system returned
any results. This highlights that although all systems su↵er
from not retrieving results for certain queries — more so for
the IR approaches and Metamap; thus these approaches are
characterised by poor matching (recall). However, IR ap-
proaches did retrieve concepts for a minority of queries for
which Ontoserver retrieved no results.

Table 3 reports the retrieval e↵ectiveness of the methods
on the queries for which all systems returned at least one
result (1,457 queries): while the e↵ectiveness was naturally
higher than that reported in Table 1 (because queries with
0 e↵ectiveness are removed), the results exhibit the same
trends observed in the previous analysis. Results of the
cross-validation experiments are omitted because their value
was similar to the oracle tuning, as it was the case in Ta-
ble 1. These results highlight that not only IR approaches
su↵er from poor matching when compared to Ontoserver,
but they also exhibit poor ranking choices (precision).

5. FUTURE WORK AND CONCLUSION
In this paper we have investigated the e↵ectiveness of

general-purpose, baseline IR approaches on the task of (med-
ical) concept mapping, i.e., the labelling of a free-text ex-
tract with a concept identifier from a reference ontology. The
concept mapping problem was cast into a retrieval problem
and the e↵ectiveness of the IR methods was compared with
the results obtained by two complex, comprehensive and

dedicated clinical NLP pipelines. As a by-product, the map-
ping problem was evaluated from a ranked-based standpoint
rather than the traditional classification standpoint used in
previous work [10].
The empirical results suggested that, although the IR

methods are comparable with one of the benchmark meth-
ods (Metamap), state-of-the-art custom benchmark meth-
ods (Ontoserver) are still far more e↵ective than the stan-
dard IR approaches. In addition, we found that probabilistic
language modelling approaches are actually worse than the
heuristic methods (TF-IDF and BM25). Other specific IR
models, such as the translational language models, might be
better suited to this task because they may also consider
reformulations of the free-text terms that match relevant
concepts.
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on equipment purchased with the support of the QUT SEF
Large Equipment Grant #94.
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Practical - part 1
• In this hands-on session, we will: 

1. Take a collection of clinical trials, annotate them with medical concepts, 
producing documents with both term and concept representation. 

• In part 2, we will use these results to: 

2. Index these documents in Elasticsearch with multi term/concepts fields. 

3. Search Elaticsearch with either term or concept, demonstrating 
semantic search capabilities. 

4. Play a bit more (maybe) 

• Instructions: https://ielab.io/russir2018-health-search-tutorial/hands-on/
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Implicit Medical Concept 
Representations: Word Embeddings

• [Pyysalo et al., 2013]: word2vec and random indexing on very large 
corpus of biomedical scientific literature.  http://bio.nlplab.org 

• [De Vine et al., 2014]: word2vec on medical journal abstracts 
(embedding for UMLS) 
• Learns embedding of a concept, from co-occurrence with 

concepts 

• [Zuccon et al., 2015, b]: word2vec on TREC Medical Records 
Track.   
http://zuccon.net/ntlm.html 

• [Choi et al., 2016]: word2vec on medical claims (embedding for 
ICD), clinical narratives (embedding for UMLS)    https://github.com/
clinicalml/embeddings

�17
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Implicit Medical Concept 
Representations: Word Embeddings

• [Beam et al., 2018]: cui2vec (variation of word2vec) on 60M 
insurance claims + 20M health records + 1.7M full text 
biomedical articles.   
https://figshare.com/s/00d69861786cd0156d81 

• [Miftahutdinov et al., 2017]: word2vec trained on online user-
generated drug reviews (e.g., askapatient.com, amazon, 
webmd, etc):  
https://github.com/dartrevan/ChemTextMining/tree/master/
word2vec 

• Nuances of medical word embeddings:  
• [Chiu et al., 2016]: bigger corpora do not necessarily 

produce better biomedical word embeddings
�18
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Concept-based IR



Two types for Concept-based Retrieval

• Concept Augmented Term-based Retrieval  
e.g. [Ravindran&Gauch, 2004] 

• Maintain the original term representation of documents. 

• Use a concept-based approach to improve the query representation.  

• Pure Concept-based Retrieval 
• Map the terms in documents to higher-level concepts 

• Retrieval is then done in ‘concept space’ rather than ‘term space’ 

• SAPHIRE system [Hersh&Hickam, 1995] 

• Language modelling concepts [Meĳ et al., 2010]
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Combining Text and Concept 
Representations

[Limsopatham et al., 2013c]: learning framework that 
combines bag-of-words and bag-of-concepts 
representations on per-query basis 

1. Linear combination model for merging scores from 
the two representations 

2. Features: QPPs for both representations 

3. Regression to infer model parameters (Gradient 
Boosted Regression Trees)
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Exploiting concept hierarchies

�22[Zuccon et al., 2012]

Query = “Opiate” 

Base query concept Subsumed query concepts



Semantic Inference for IR
Concept-based retrieval that exploits ontology relationships 

• Inferring conceptual relationships [Limsopatham et al., 2013] 
• Information Retrieval as Semantic Inference [Koopman et al., 

2016] 
• both: expand queries by inferring additional conceptual 

relationships from KB, but in different ways 
• [Limsopatham et al., 2013] also infers relationships  

• from collection of medical free-text, and 
• via PRF
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“This is a 62-year-old gentleman 
who has Type 1 DM and is on 
hemodialysis. He is currently taking 
Avapro”
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• Hemodialysis ✔  

“This is a 62-year-old gentleman 
who has Type 1 DM and is on 
hemodialysis. He is currently taking 
Avapro”
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• Hemodialysis ✔  

• DM? Diabetes mellitus?

“This is a 62-year-old gentleman 
who has Type 1 DM and is on 
hemodialysis. He is currently taking 
Avapro”
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• Hemodialysis ✔  

• DM? Diabetes mellitus?

• Avapro? Hypertension!

“This is a 62-year-old gentleman 
who has Type 1 DM and is on 
hemodialysis. He is currently taking 
Avapro”
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Inferring conceptual relationships 
[Limsopatham et al., 2013]

• For KB: use semantic relationships of concepts to represent 
the relationships between concepts. 

• For free-text: MetaMap to identify concepts from the free-text, 
then infer relationships by co-occurence/association rules

�25
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“This is a 62-year-old gentleman 
who has history of  Type 1 DM 
and is on hemodialysis.”

“Patients with diabetes 
and renal failure”

q d

�26

[Koopman et al., 2016]



“This is a 62-year-old gentleman 
who has history of  Type 1 DM 
and is on hemodialysis.”

“Patients with diabetes 
and renal failure”

P (d|q) = 0

q d
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“This is a 62-year-old gentleman 
who has history of  Type 1 DM 
and is on hemodialysis.”

Graph Inference Model

“Patients with diabetes 
and renal failure”

q d

�26
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“This is a 62-year-old gentleman 
who has history of  Type 1 DM 
and is on hemodialysis.”

Diabetes 
mellitusHemodialysis

“Patients with diabetes 
and renal failure”

q d

�26
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“This is a 62-year-old gentleman 
who has history of  Type 1 DM 
and is on hemodialysis.”

Diabetes 
mellitus

Kidney failure?

Hemodialysis

Treatment for Cause of

“Patients with diabetes 
and renal failure”

q d

�26
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Renal failure
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“This is a 62-year-old gentleman 
who has history of  Type 1 DM 
and is on hemodialysis.”

Diabetes 
mellitus

Kidney failure?

P(D.M.)
P(H.)

Hemodialysis

Treatment for Cause of

“Patients with diabetes 
and renal failure”

Renal failure

Synonym of

q d
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“This is a 62-year-old gentleman 
who has history of  Type 1 DM 
and is on hemodialysis.”

Diabetes 
mellitus

Kidney failure?

P(D.M.)
P(H.)

df(D.M., K.F.)df(H., K.F.)

Hemodialysis

? 
P(K.F.)

Treatment for Cause of

“Patients with diabetes 
and renal failure”

Renal failure

? 
P(R.F..)

df(K.F., R.F.)
Synonym of

q d
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“This is a 62-year-old gentleman 
who has history of  Type 1 DM 
and is on hemodialysis.”

Diabetes 
mellitus

Kidney failure?

P(D.M.)
P(H.)

df(D.M., K.F.)df(H., K.F.)

Hemodialysis

“Patients with diabetes 
and renal failure”

Renal failure

df(K.F., R.F.)

P (d ! q)

q d

P (d|q) = 0

⇡ P (D.M.) ⇤ df(D.M.,K.F.)
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“This is a 62-year-old gentleman 
who has history of  Type 1 DM 
and is on hemodialysis.”
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mellitus
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P(D.M.)
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Practical - part 2
• Let’s resume from where we left in part 1, and let’s do: 

1. Index these documents in Elasticsearch with multi 
term/concepts fields. 

2. Search Elaticsearch with either term or concept, 
demonstrating semantic search capabilities. 

3. Play a bit more (maybe) 

• Instructions: https://ielab.io/russir2018-health-search-
tutorial/hands-on/
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Workflow

11

E

F F F

1. KB Construction
natural cures for lifelong insomnia

{“cures”, “lifelong”, “insomnia”}

2. Entity Mapping Extraction

3. Entity 
Mapping

q’ = q + F

4. Source 
Expansion 

Terms

5. Relevance 
Feedback

q” = q’ + (p)rf

Choices in KB Query Expansion
• Many other approaches to do inference over KB data 

• [Jimmy et al., 2018] consider the Entity Query Feature 
Expansion model [Dalton et al., 2014] and the influence settings 
choices have
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• For CHS, EQFE based on UMLS is more effective than 
based on Wikipedia. 

• Choice 1: Index all UMLS concepts 

• Choice 2: Use all uni-, bi-, and tri-grams of the 
original queries 

• Choice 3: Map mentions to UMLS aliases 

• Choice 4: Source expansion from the UMLS title 

• Choice 5: Add relevance feedback terms
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