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Knowledge based vs data-driven 
Query Expansion
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Knowledge based query expansion Corpus/Data Driven

Multi-evidence
Co-

occurences, 
Latent methods & 

Word2vec

Subsumption

Concept 
relationships

Inference

Combine documents that refer to the same case 
[Zhu&Carterette, 2012; Limsopatham et al., 2013b]

Different, diverse corpora used for query expansion 
[Zhu&Carterette, 2012 b; Zhu et al., 2014]

Measure the usefulness of different collections  
[Limsopatham et al., 2015]

…



Combine multiple-evidences in the 
collection that refer to the same case
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[Zhu&Carterette, 2012]

• Ranking generated for each document, individually 

• Ranking generated for an aggregated case 

• Online possible in situations where multiple documents are available 
for one case (e.g. with health records, where case=patient)
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Figure 1: Merging results from two different retrieval methods.

and then construct an index for visit documents. With this
strategy, the language model built on a merged document
can naturally combine the evidence scattered across mul-
tiple reports. Furthermore, this strategy can directly lead
to a ranking of visits which are the desired retrieval units.
We call this second evidence aggregation strategy Merging-
before-Retrieval (MbR). The merging process involved in
MbR corresponds to “merging II” in Figure 1.

3.1.4 Top-level Evidence
RbM and MbR as described above are two different strate-

gies for aggregating evidence and ranking visits. RbM and
MbR complement each other in that the former can natu-
rally aggregate evidence spreading across multiple reports
(which would be challenging to do at the report-level) while
the latter can leverage the strongest evidence (which may
become less apparent after reports merging in MbR) to esti-
mate relevance. This leads to our third evidence aggregation
method in which we take advantage of both RbM and MbR
by merging their visit rankings, as demonstrated by “merg-
ing III” in Figure 1. We call third strategy as Visit-Ranking-
Merging (VRM). The merging method (i.e., “Merging III” in
Figure 1) is defined by:

scoreVRM(V,Q) = fVRM(scoreRbM(V,Q), scoreMbR(V,Q)), (3)

where scoreRbM(V ) and scoreMbR(V ) are the language mod-
eling scores for visit V with respect to query Q in the two
visit rankings obtained by RbM and MbR respectively, fVRM

is the function for score aggregation, and scoreVRM(V,Q) is
the final score of visit V in the merged ranking. We will try
different methods for fVRM such as CombMNZ, CombSUM,
and CombMAX in Section 5 below.

4. EVALUATION
This section describes evaluation metrics and experimen-

tal setup.

4.1 Evaluation Metrics
The official evaluation metrics for the TRECMedical Records

track are precision at rank 10 (P10), bpref, and R-precision
(Rprec). Here we also use mean average precision (MAP)
as an additional metric. They are defined as follows:
1) P10 measures the proportion of relevant documents

among the top 10 retrieved.
2) MAP, as one of the most standard evaluation measures

among TREC community, provides a single-figure measure

of quality across recall levels [2]. If {d1,...,dj} is the set of
relevant documents for an information need q ∈ Q, then
MAP is defined as:

MAP(Q) =
1
|Q|

∑

q∈Q

∑
d∈{d1,...,dj} Precision(rank(d))

|{d1, ..., dj}|
, (4)

where Precision(k) is the proportion of relevant documents
among the top k retrieved.

3) bpref is defined as:

bpref =
1
R

∑

r

(1− |n ranked higher than r|
min(R,N)

), (5)

where R is the number of judged relevant documents, N is
the number of judged irrelevant documents, r is a relevant
retrieved document, and n is a member of the first R ir-
relevant retrieved documents. bpref computes a preference
relation of whether judged relevant documents are retrieved
ahead of judged irrelevant documents. It is based on the
relative ranks of judged documents only.

4) R-precision is the precision after R documents have
been retrieved (also known as the break-even point), where
R is the number of relevant documents for the topic. It
de-emphasizes the exact ranking of the retrieved relevant
documents, though it is highly correlated to MAP in prac-
tice.

Note that in rest of the paper, when we mention bpref,
P10, or Rprec, we are referring to the average score of bpref,
P10, or Rprec over all topics in a run.

4.2 Experimental Setup
We use the Indri5 retrieval system for indexing and re-

trieving. In particular, we use the Porter stemmer to stem
words in both reports and queries, and use a simple standard
medical stoplist [8] for stopping words in queries only. Then
we conduct 5-fold cross-validation and use top 1000 retrieved
visits6 for each query to evaluate our system under different
settings. In each iteration, we train our system on 28 queries
to obtain the best parameter setting for MAP by sweeping
over the range of [1000, 20000] at a step size of 1000 for the
Dirichlet smoothing parameter (i.e., µ in Equation 1), and
then generate a ranking for each of the remaining 7 queries
based on the trained system. When complete, we have full

5http://www.lemurproject.org/indri/
6The guideline of TREC medical records track requires each
retrieval set contain no more than 1000 visits.
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Adaptively Combine (or not)  
Records of a Case
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[Limsopatham et al., 2013b] 

• Choose between: 
1. Combine records for a patient, then rank patient 
2. Rank records, then identify patients based on relevance 

of records ranking 
• Classifier to learn to select which ranking approach to 

use, depending on query 
• Features: query difficulty measures (QPPs), number of 

medical concepts in query



Different, diverse corpora used for 
query expansion

• Mixture of relevance models to combine evidence from 
different collections to derive query expansions 
• Collections: Mayo Clinic health records (39M), TREC Genomics 

(166K), ClueWeb09B (44M), TREC Medical Records (100K) 
• Findings: 

• Access to large clinical corpus significantly improves query 
expansion 

• The more difficult the query, the more it benefit expansion 
benefits from auxiliary collections 

• “use all available data" is sub-optimal: value in collection 
curation �5

[Zhu et al., 2014]



Measure the usefulness of  
different collections

• Automatically decide which collection to use for query 
expansion evidence 

• 14 different document collections, from domain-specific 
(e.g. MEDLINE abstracts) to generic (e.g. blogs and 
webpages) 

• But they are not all useful, and not to the same 
extent to generate query expansion terms 

• Techniques based on resource selection and learning to rank 

�6

[Limsopatham et al., 2015]



Co-occurences, Latent Methods & 
Word2vec

• (Co-occurence of) concepts as a graph -> application 
of link analysis methods [Koopman et al., 2012; 
Martinez et al., 2014] 

• Explicit and latent concepts [Balaneshin-
kordan&Kotov, 2016] 

• Word embeddings and concept embeddings [Zuccon 
et al., 2015, b; Nguyen et al., 2017]
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Co-occurence Graphs, Semantic 
Graphs and Page Rank

• [Koopman et al., 2012]: 

1. Build concept graph from document concepts as they co-occur in 
document 

2. Run Pagerank 

3. Use Pagerank scores as additional weights for retrieval 
• [Martinez et al., 2014]:  

1. Build concept graph from query concepts and related concepts in UMLS 

2. Run Pagerank 

3. Rank concepts using page rank scores; select top K concepts as query 
expansion 

• Analysis shows expansion terms selected by Pagerank: taxonomic (eg., synonyms) 
and not taxonomic (eg., disease has associated anatomic site). 
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Explicit and Latent Concepts
• [Balaneshin-kordan&Kotov, 2016]: different concept types/

sources (KBs, PRF) should have different weights 
• Builds upon Markov Random Field retrieval [Metzler&Croft, 

2005] 
• Different features for different semantic types + topical 

features of KB graphs, and statistics of concepts in 
collection 

• Learns optimal query concept weight using multivariate 
optimisation 

• Base approach (without optimisation) best system at TREC 
CDS 2015
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Word Embeddings and Concept 
Embeddings: Neural Translation LM
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cancer 
p(cancer|d)

headache 
p(headache|d)

carcinoma 
p(carcinoma|d)

chemotherapy 
p(chemotherapy |d)

seizures 
p(seizures|d)

p(cancer|headache)

p(cancer|carcinoma)
p(cancer|seizures)

p(cancer| chemotherapy)

an attractive approach as it directly models how language
is used to express meaning; in addition, it has proven an
e↵ective method for document retrieval [34]. In the language
modelling retrieval framework, the probability of relevance
of a document d to a query q is expressed by p(d|q), which
in turn is computed as

p(d|q) / p(q|d)p(d) (1)
following Bayes Theorem and ignoring p(q) for rank equiv-

alency reasons. The prior probability p(d) is often assumed
to be uniform and can also be ignored for ranking purposes.
The query likelihood (i.e., p(q|d)) is then the core component
that di↵erent language models attempt to estimate. As-
suming that query q is composed of terms q1, . . . , qi, . . . , qn,
p(q|d) can be rewritten as the multiplication of the likeli-
hood of each query term. Considering log likelihoods for
decimal precision reasons, we have that documents can be
ranked according to:

logp(q|d) =
nX

i=1

p(qi|d) (2)

If no smoothing is applied, p(qi|d) is estimated as the max-
imum likelihood of the query term qi in document d, i.e.,
pml(qi|d) = c(qi;d)

|d| , where c(qi; d) is the count of term qi in d

and |d| is the length of document d. Smoothing, however, is
often used in information retrieval because of both theoreti-
cal (if a query term is missing from a document, its p(d|q) is
zero) and empirical reasons (the introduction of an idf com-
ponent in the retrieval formula) [34]. Smoothing methods
discount the probability of seen (i.e., matched) query terms
in documents (ps(q|d)) to in turn assign extra probability
mass to unseen terms according to a background, or fallback,
model, usually the likelihood of each term in the collection,
p(q|C). Following Zhai and La↵erty [34], Equation 2 can be
further rewritten to expressively consider terms that match
document d (i.e., c(qi, d) > 0) separately from a component
that is a function of a document dependent constant ↵d and
a third, document independent, component:

logp(q|d) =
X

i:c(qi;d)>0

log
ps(qi|d)
↵dp(qi|C)

+nlog↵d+
nX

i=1

logp(qi|C)

(3)
The last component of the previous equation can be ig-

nored for ranking purposes as it is document independent.
Di↵erent smoothing strategies to language models instan-

tiate the likelihood of seen term ps(w|d) (and consequently
↵d) in di↵erent ways. Dirichlet smoothing, the smoothing
method we will consider in this paper, estimates ps(w|d)
according to the following equation:

pµ(w|d) = c(w, d) + µp(w|C)
|d|+ µ

=
pml(w|d)/|d|+ µp(w|c)

|d|+ µ
(4)

and consequently ↵d = µ/(|d| + µ) [34]. Substituting
pµ(w|d) to ps(w|d) in Equation 3 leads to the retrieval for-
mula of language model with Dirichlet smoothing (recall
that the logarithm of a ratio is the subtraction of the loga-
rithms):

logp(q|d) =
X

i:c(qi;d)>0

log
pml(qi|d)/|d|+ µp(w|C)

|d|+ µ

�
X

i:c(qi;d)>0

log
µ

|d|+ µ
p(qi|C)

+ nlog
µ

|d|+ µ

(5)

where n is the number of query terms in q.

2.2 Statistical Translation Language Models

In Dirichlet smoothing language models, ps(w|d) is esti-
mated by mixing the maximum likelihood estimation, pml(w|d),
with the collection background probability, p(w|C). Berger
and La↵erty have proposed an alternative estimation of ps(w|d)
inspired by models in statistical machine translation [6]. In
that work, they modelled retrieval as a machine transla-
tion process and estimated the query likelihood by means of
a translation model that computes the likelihood that the
query has been produced by a translation of the document.
Their translation document model prescribes to compute the
query likelihood as

pt(w|d) =
X

u2d

pt(w|u)p(u|d) (6)

In Equation 6, pt(w|u) represents the probability of trans-
lating term u into w. As Karimzadehgan and Zhai have
noted [17], the translation probability pt(w|u) allows for the
incorporation of semantic relations between terms with non-
zero probabilities: this provides a sort of “semantic smooth-
ing” for p(w|d). The new estimation pt(w|d) provided by
translation language models can be injected into the Dirich-
let smoothed language models by substituting pml(w|d) in
Equation 5 with pt(w|d) [17].
The key challenge in translation language models then

becomes how to estimate pt(w|u), i.e., the probability of
translation of u into the (query) term w. Berger and Laf-
ferty have proposed estimating the translation probabilities
for each document by synthesising a query for which the
document would be relevant [6]. This approach requires the
availability of labelled training data (relevance assessments),
is ine�cient and does not guarantee translation probabilities
are available for all query terms [17].

2.3 Estimation of Translation Probability based

on Mutual Information

As alternative to the synthetic queries process, Karimzade-
hgan and Zhai have proposed a family of approaches to es-
timate pt(w|u) based on mutual information [17, 18]. In
statistics, mutual information measures the mutual depen-
dence between two random variables by determining how
similar the joint distribution p(X,Y ) is to the products of
the marginals, p(X)p(Y ). When applied to distributions of
terms in documents, mutual information provides a measure
of the strength of relation between two terms.
In mutual information based translation language models,

for each term in the collection, scores are computed for words
with high mutual information and further normalised [17].
The mutual information between terms w and u is computed
as (refer to [17] for details):

I(w, u) =
X

Xw=0,1

X

Xu=0,1

p(Xw, Xu)log
p(Xw, Xu)
p(Xw)p(Xu)

(7)

where Xu and Xw are binary variables indicating the pres-
ence or absence of u and w, respectively. Mutual information
values are then normalised to obtain the translation proba-
bility pmi(w|u) estimated based on mutual information:

pmi(w|u) = I(w, u)P
w0 I(w0, u)

(8)

We refer to the use of pmi(w|u) to estimate the translation
probability pt(w|u) in Equation 6 as the translation language
model based on mutual information (TLM-MI).

use Word 
Embeddings for 
computing this

[Zuccon et al., 2015, b] 
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where n is the number of query terms in q.

2.2 Statistical Translation Language Models

In Dirichlet smoothing language models, ps(w|d) is esti-
mated by mixing the maximum likelihood estimation, pml(w|d),
with the collection background probability, p(w|C). Berger
and La↵erty have proposed an alternative estimation of ps(w|d)
inspired by models in statistical machine translation [6]. In
that work, they modelled retrieval as a machine transla-
tion process and estimated the query likelihood by means of
a translation model that computes the likelihood that the
query has been produced by a translation of the document.
Their translation document model prescribes to compute the
query likelihood as

pt(w|d) =
X

u2d

pt(w|u)p(u|d) (6)

In Equation 6, pt(w|u) represents the probability of trans-
lating term u into w. As Karimzadehgan and Zhai have
noted [17], the translation probability pt(w|u) allows for the
incorporation of semantic relations between terms with non-
zero probabilities: this provides a sort of “semantic smooth-
ing” for p(w|d). The new estimation pt(w|d) provided by
translation language models can be injected into the Dirich-
let smoothed language models by substituting pml(w|d) in
Equation 5 with pt(w|d) [17].
The key challenge in translation language models then

becomes how to estimate pt(w|u), i.e., the probability of
translation of u into the (query) term w. Berger and Laf-
ferty have proposed estimating the translation probabilities
for each document by synthesising a query for which the
document would be relevant [6]. This approach requires the
availability of labelled training data (relevance assessments),
is ine�cient and does not guarantee translation probabilities
are available for all query terms [17].

2.3 Estimation of Translation Probability based

on Mutual Information

As alternative to the synthetic queries process, Karimzade-
hgan and Zhai have proposed a family of approaches to es-
timate pt(w|u) based on mutual information [17, 18]. In
statistics, mutual information measures the mutual depen-
dence between two random variables by determining how
similar the joint distribution p(X,Y ) is to the products of
the marginals, p(X)p(Y ). When applied to distributions of
terms in documents, mutual information provides a measure
of the strength of relation between two terms.
In mutual information based translation language models,

for each term in the collection, scores are computed for words
with high mutual information and further normalised [17].
The mutual information between terms w and u is computed
as (refer to [17] for details):

I(w, u) =
X

Xw=0,1

X

Xu=0,1

p(Xw, Xu)log
p(Xw, Xu)
p(Xw)p(Xu)

(7)

where Xu and Xw are binary variables indicating the pres-
ence or absence of u and w, respectively. Mutual information
values are then normalised to obtain the translation proba-
bility pmi(w|u) estimated based on mutual information:

pmi(w|u) = I(w, u)P
w0 I(w0, u)

(8)

We refer to the use of pmi(w|u) to estimate the translation
probability pt(w|u) in Equation 6 as the translation language
model based on mutual information (TLM-MI).

p(cancer|cancer): self-translation probability

use Word 
Embeddings for 
computing this

[Zuccon et al., 2015, b] 



Constraining word embeddings by 
prior knowledge

• [Liu et al., 2016]: learn concept embeddings 
constrained by relations in KB (UMLS)   

• Results in a modified CBOW 

• Use word embeddings to re-rank results: interpolate 
original relevance score with similarity based on 
embeddings 

• Experiments only limited to synonym relations & single-
word concepts

�11

Skipped



1. Introduction 2. Basics 3. Semantic Search Models 4. Evaluation Approaches and Results 5. Conclusion and discussion

REPRESENTATION LEARNING FOR MEDICAL SEARCH
LEARNING WORD, CONCEPT, DOCUMENT REPRESENTATIONS
[JA ET AL., 2014, NGUYEN ET AL., 2017, LOZA MENCÍA ET AL., 2016, PENG ET AL., 2016]

• Extension of the Doc2Vec model [Nguyen et al., 2017]
I Build the optimal real-valued representation d̂ of document d such that the knowledge-based

embedding d̂(cd2vec)
i and the corpus-based embedding d̂(PV�DM) are nearby in the latent space.

Formally through the minimization problem:

 (D) =
X

d2D

 (d) =
X

d2D

h
(1 � �) ⇥ kd � d̂(cd2vec)k2 + � ⇥ kd � d̂(PV�DM)k2

i

I Concept-based latent representation of document d is obtained using and extension of the
cd2vec model. Document vectors d̂(cd2vec) are learned so they allow predicting concepts in their
context by maximizing the log-likelihood:

' =
X

d2D

logP(d | c1, . . . , cm) +
X

cj2Cd

logP(cj | cj�W : cj+W, d)

100 / 161

Concept-Driven Medical Document 
Embeddings

• Uses neural-based 
approach (akin to doc2vec) 
to create embedding that 
captures latent relations from 
concepts and terms in text.  

• Uses embedding to identify 
top documents 

• Extract top words and 
concepts from top 
documents to produce 
expansions �12

[Nguyen et al., 2017]: optimises document representation for 
medical content

Skipped



Learning to Rank
[Soldaini&Goharian, 2017]: compares 5 LTR in CHS context: 

• LTR: logistic regression, random forests, LambdaMART, 
AdaRank, ListNet 

• Features: statistical (36 features),  statistical health (9), 
UMLS (26), latent semantic analysis (2), word 
embeddings (4). 

• LambdaMART performed best; all features required

�13

Skipped



Dealing with the 
nuances of medical 

language
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Negation & Family History

�15

“denies fever”
“no fracture”

 “mother had breast cancer”



Negation & Family History

�15

“denies fever”
“no fracture”

 “mother had breast cancer”

NegEx/ConText [Harkema et al., 2009]:  
Algorithm for extracting negated content



Negation & Family History

�15

“denies fever”
“no fracture”

 “mother had breast cancer”

NegEx/ConText [Harkema et al., 2009]:  
Algorithm for extracting negated content

• Negated content best handled by: 
• Not removing negated content (as is commonly done) 

• Indexing positive, negated & family history content 
separately [Limsopatham et al., 2012] 

• Weighting content separately [Koopman & Zuccon, 2014]



PICO
• PICO: framework for formulating clinical questions  

P: Patient/Problem (P) (e.g., males aged 20-50)    
I:  Intervention (e.g., weight loss drug)  
C: Comparison (e.g., controlled exercise regime) 
O: Outcome (e.g., weight loss) 

• Exploiting PICO elements in IR: 
• Language modelling based content weighting [Boudin et al., 2010] 

• Tagging PICO elements for IR - “I” & “P” elements most beneficial 
for retrieval 

• Field retrieval based on PICO [Scells et al., 2017b] 
• promising, but needs method to predict which keywords require 

PICO annotations

�16

RobotReviewer [Marshall et al., 2015]:  
Algorithm for extracting  
PICO elements from free-text



Readability & Understandability
• Laypeople do not necessarily understand medical 

documents that clinicians would understand 

• Need to retrieve documents that are both 
understandable and relevant 

• [Palotti et al., 2016 b]: LTR with two sets of features: 

• Estimate relevance: standard IR features 

• Estimate understandability: features based on 
readability measures and medical lexical 
aspects

�17



Understanding and 
aiding query 
formulation
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What would search for?

Enter your search terms at http://chs.ielab.webfactional.com/
 19

Skipped

http://chs.ielab.webfactional.com/


Symptom Group Crowdsourced Circumlocutory Queries

alopecia baldness in multiple spots, circular bald spots, loss of hair
on scalp in an inch width round

angular cheilitis broken lips, dry cracked lips, lip sores, sores around mouth
edema fluid in leg, pu↵y sore calf, swollen legs
exophthalmos bulging eye, eye balls coming out, swollen eye, swollen eye

balls
hematoma hand turned dark blue, neck hematoma, large purple

bruise on arm
jaundice yellow eyes, eye illness, white part of the eye turned green
psoriasis red dry skin, dry irritated skin on scalp, silvery-white

scalp + inner ear
urticaria hives all over body, skin rash on chest, extreme red rash

on arm

“Circumlocutory” queries 

 20
[Stanton et al., 2014]

Skipped



How effective are Google & Bing at 
Health Search?

�21
[Zuccon et al., 2015]



How effective are Google & Bing at 
Health Search?

�21
[Zuccon et al., 2015]
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exophthalmos: 
“eye balls coming out” 

“swollen eye”
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Query Recommendation
[Zeng et al, 2006]: recommend queries based on UMLS and 
query log (CHS task) 

• Leads to higher user satisfaction and query success rate

�23
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Query Reformulation
[Soldaini et al., 2015]: compares the effectiveness of 7 query 
reformulation techniques (CDS task) 

1. UMLS Concepts Selection (MMselect): remove all terms 
with no mapping to any UMLS concepts 

2. Health-related terms selection (HT): compute ratio of 
associated Wikipedia page P being health-related over being 
not-health-related. Retain only query terms with ratio ≥ 2. 

3. Query Quality Predictors (QQP): use QPPs as features of 
SVMrank to select query terms. 

4. Faster QQP: rank sub-queries using MI and retains the top 
50. In addition to QQP features, add features: UMLS concepts 
found, UMLS sem-types found,  HT ratio, and MeSH found.
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Query Reformulation
[Soldaini et al., 2015]: compares the effectiveness of 7 query 
reformulation techniques (CDS task) 

5. UMLS Concepts Extraction (MMexpand): append the 
preferred terms UMLS query concepts to expand original 
query 

6. Pseudo Relevance Feedback (PRF): weight terms in top 
10 initial results, rank and add top 20 terms not in original 
query. 

7. Health Terms PRF (HT-PRF): as PRF, but candidate 
expansion terms filtered health term ratio 

• This is empirically identified as the best technique 
• The HT component in general seems effective
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Query Reformulation  
with deep learning

[Soldaini et al., 2017]: considers short clinical notes as 
queries (CDS task) 

1. Generate candidate terms using PRF 

2. Train supervised neural network to predict Weight 
Relevance Ratio (WRR) of candidate terms: importance 
of term in relevant documents 

3. For representations it uses word embeddings, statistical 
features over multiple collections, syntactical and 
semantical features 

• The neural network approach and HT-PRF perform 
similarly
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Query Clarification
[Soldaini et al., 2016]: add the most appropriate expert expression to 
queries submitted by users 

• Acquire expert expressions from 3 KBs: behavioral (logs), 
MedSyn, and DBpedia 

• Select expression with the highest probabilities of appearing in 
health-related Wikipedia pages, using logistic regression classifier 

• Finding through user study evaluation (CHS task): 

• Expressions from all 3 KBs improve rate of correct answers 
(behavioural KB best) 

• number of correct answers significantly increases when users 
clicked HON-certified websites
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Query Reduction
• [Koopman et al., 2017 c]: reduce verbose clinical queries (health 

records, CDS task) using generic & domain-specific methods 

• Reduce to only UMLS Medical Concepts & Tasked UMLS 
• Combined model UMLS + IDF-r (proportion of top-ranked IDF 

terms retained) 

• Comparison vs human-generated queries: human generated 
queries significantly more effective 
• per-query parameter learning promising 
• automated reduction handicapped in that they only use terms 

from narrative
�28
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Query Reduction
[Soldaini et al., 2017 b]: use convolutional neural networks (CNN) to 
reduce queries (CDS task) 

• Queries are short clinical notes 

• CNN is used to estimate the importance of each query term 

• Given a query, a relevant document and a non-relevant 
document: 

1.  Use CNN to determine weights terms in query  

2.  Use term weights to score relevant and non-relevant 
documents 

3. Back-propagate a loss if non-relevant document is scored 
higher than relevant document

�29
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Query Rewriting
[Scells&Zuccon, 2018]: through a chain of transformation, generates 
better (Boolean) queries (for systematic reviews compilation) 

• Defines set of transformations: mostly syntactic transformations 
• Selects transformations based on: heuristics, classifier, learning 

to rank 
• Large gains possible by transforming queries
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Query Difficulty
• [Boudin et al., 2012]: predictor that exploits MeSH structure to 

ascertain how difficult queries are — estimates query variability and 
specificity 

• V(t): set of alternative expressions of the concept t; depth/length in 
MeSH 

• coverage of thesaurus & concept mapping influence quality 

• [Scells et al., 2018]: standard predictors for QPP and QVPP 
(V=variation) in systematic reviews compilation 

• Predictors not suited to the domain-specific nature of the task 

• Identifying best performing variations hard task
�31

because the size of the expected result set is much larger. We use the hierarchi-
cal structure of MeSH to di↵erentiate between narrower and broader terms. A
narrower term is defined as close to a leaf of the concept tree. Given a query
Q = (t1, t2, · · · tn), our query di�culty predictor is computed as:

MeSH-QD(Q, T ) =
X

t2Q

term variabilityz }| {
df(t)P

t02V (t)

df(t0)
· ln

⇣
1 +

N

df(t)

⌘
·

term generalityz }| {
depth(t)

length(t)
(1)

with df(t) the number of documents containing the term t, V (t) the set of alter-
native expressions of the concept t in the thesaurus, N the size of the collection,
depth(t) the depth of t in the concept tree, and length(t) the maximum depth
of the branch containing t. The higher MeSH-QD, the less the query di�culty.

4 Experimental settings

In this study, we evaluate the above new predictor using the CLIREC test collec-
tion [1], made of 155 clinical queries, 2596 relevance judgments and 1.5 million
documents extracted from PubMed5, one of the most searched medical resources.

In order to use our predictor, query terms have to be mapped to MeSH. How-
ever, mapping terms to an existing resource is a di�cult task. Spelling problems,
synonyms, or term ambiguity are some of the di�culties that can introduce er-
rors. To estimate the impact of the mapping quality on the performance of our
prediction method, we performed this process both manually and automatically.
In the manual mapping, two annotators were asked to map query terms to
MeSH. 78 queries were fully mapped at the phrase level. All the experiments in
this study are conducted on this subset of queries. We used Metamap6 to per-
form the automatic mapping. In comparison to the manual mapping, Metamap
achieves a recall of 83.2% and a precision of 85.4%.

We evaluate prediction quality by measuring the correlation between the ac-
tual performance of queries (as determined by using relevance judgments) and
the di�culty scores assigned by the predictors. In previous work, two evaluation
methodologies were used, comparing prediction scores with individual retrieval
models (e.g. [7]) or with the average performance of several models (e.g. [2]).
In this study, we use the latter. Retrieval tasks are performed using the Lemur
toolkit7. We experiment with three retrieval models: tf.idf, Okapi BM25 and a
language modeling approach with Dirichlet prior smoothing (µ = 2000). Re-
trieval accuracy is evaluated in terms of Mean Average Precision (MAP).

Three correlation coe�cients are commonly used in the query di�culty esti-
mation literature: Pearson product-moment correlation, Spearman’s rank order
correlation and Kendall’s tau. As there is currently no consensus on which cor-
relation measure is the most appropriate, all the three measures are reported.

5 http://www.pubmed.com
6 http://metamap.nlm.nih.gov
7 http://www.lemurproject.org
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Task based retrieval
• Research on how clinicians’ query shows a set of 

standard query types [Ely et al., 2000] 
• Can be simplified to three clinical tasks: 

i.searching for diagnoses given a list of symptoms;  

ii.searching for relevant tests given a patient’s situation 

iii.searching for effective treatments given a particular 
condition. 

• These can be exploited in a retrieval scenario…

�32
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Tasked-based retrieval
• Concept-based approach but “focusing only on medical 

concepts essential for the information need of a medical 
search task” [Limsopatham et al., 2013] 

• Tasked-oriented filtering, visualisation and retrieval 
[Koopman et al., 2017 b]
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Tasked-based retrieval
• Concept-based approach but “focusing only on medical 

concepts essential for the information need of a medical 
search task” [Limsopatham et al., 2013] 

• Tasked-oriented filtering, visualisation and retrieval 
[Koopman et al., 2017 b]
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How does a good health query  
look like?

• [Tamine&Chouquete, 2017] found that in health search, query 
quality is influenced by medical expertise 

• [Koopman et al., 2017] studied the querying behaviour of 4 
clinicians 

• most effective clinicians those who entered short queries 
(but retrieval models optimised for short queries) 

• most effective clinicians those who inferred novel 
keywords most likely to appear in relevant documents 

• most effective clinicians posed queries around treatments 
rather than diagnoses (but influenced by task: searching 
for clinical trials)
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Session 4: 
Evaluation & future 

directions



Outline

• Specific evaluation challenges: relevance and 
beyond 

• Evaluation campaigns, collections and resources 

• Lessons learnt from evaluation 
• Closing remarks and open challenges
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Specific evaluation 
challenges  

in health search
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Relevance Assessments  
(and beyond)

• Assessing relevance in health search is demanding [Koopman&Zuccon, 2014] 

• no correlation b/w length of document and time to judge document  

• Discharge summaries hard to assess 

• highly relevant documents least demanding to judge; somewhat-relevant 
documents most demanding 

• But why is it demanding? 

• vocabulary mismatch problem 

• Effect of temporality on relevance, “Patients admitted with morbid obesity 
and secondary diseases of diabetes and or hypertension”  

• Highly subjective “Patients with hearing loss” 

• Dependent aspects in queries, e.g. “Patients with complicated GERD who 
receive endoscopy”
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Expertise and Relevance 
Assessments

[Palotti et al., 2016 c] + [Tamine&Chouquete, 2017] + 
[Koopman&Zuccon, 2014]: 

• Relevance agreement low for both experts and laypeople  

• Higher agreement among experts	 ︎ 

• medical expertise significantly influences perception of 
relevance 

• [Tamine&Chouquete, 2017]: “a single ground 
truth doesn’t exist” -> “variability of 
system rankings with respect to the level 
of user’s expertise”
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Assessing beyond topical relevance

�41 

4.2 Confirmatory Factor Analysis (CFA) 
EFA is used in exploratory situations to discover a possible factor 
structure but not to validate it. To confirm the resulting factors 
found by EFA, CFA is employed following EFA to assess the 
goodness of fit between a candidate factor model vs. the actual 
relationships evidenced in the data [33]. 
In our model, relevance is represented as a latent factor atop the 
other relevance dimension factors. A hierarchical factor model is 
proposed, defined according to the following equations: 

ݕ ൌ Ȧ௬ ߟ ൅ �ߝ
� ߟ      ൌ ߟ߀ ൅ ȞɌ ൅ ɑ 

where Ȧ௬ is the matrix of the loadings for endogenous variables; 
B is the matrix of causal path; Ȟ is the matrix of causal path from 
exogenous to endogenous; ߝ  and ߫  are the residuals. ߟ  represent 
the exogenous and endogenous latent variables. Maximum 
likelihood is used to estimate the model parameters as follows: 

ெ௅ܨ ൌ ��� ቚ෍  ቚ െ ��� ȁ�ȁ ൅ ݎݐ ൬�෍ �
ିଵ

�
൰ Ȃ  ߩ

where ߩ  is the number of the observed variables; σ � is the 
estimated covariance matrix of the proposed model and S is the 
actual covariance matrix of the sample. CFA is a large sample 
technique. After discarding surveys failing quality tests, 234 
remained for analysis. This number exceeded the generally 
accepted minimum of 200 instances needed [56]. 
Figure 2 depicts the resulting structure of our proposed structural 
equation model (SEM) of multidimensional relevance. Latent 
measurement errors (not shown explicitly in the Figure) were 
assumed, modeled, and estimated in SEM. Observed data 
(responses to survey questions) are shown in square boxes, with 
induced factors shown in ovals. Directed edges connect the top-
most latent factor, relevance, with the five factors selected from 
EFA (topicality, novelty, understandability, scope, and reliability). 
These factors are each connected to their respective observed data. 
Edge weights quantify the inferred factor loading relationships.  
Table 2 shows the factor loadings resulting from CFA and their 
statistical significance. Standardized loadings shown here match 
those shown graphically in Figure 2, but differ from the factor 
loadings shown in Table 3, since EFA analysis shown there was 
exploratory to determine model structure, whereas CFA analysis 
shown here is used to confirm a specific model structure. 
Standardized loadings range from [-1.00,1.00] and show the 
strength of correlation. Unstandardized loadings determine if 
standardized loadings are statistically significant from a t-test. 

 

 
Figure 2. Our structural equation model for modeling relevance. 

 

Figure 3. Alternative first-order factor model without factors. 

Table 1. Pearson r correlation between model factors. 

Factor F1 F2 F3 F4 

F1 Reliability   --    
F2 Topicality .54   --   
F3 Scope .46 .34   --  
F4 Novelty  .19 .19 -.25    -- 
F5 Understandability .27 .26 .26 -.21 

 

Table 2. Factor loadings for each survey question (i.e., item). 

Factors &  
Items 

Standard.
Loading 

Unstd. 
Loading 

 t-test: 
*p < .001 

Reliability  
R1 0.93 0.90 10.53*
R2 0.87 0.89 10.57*
R3 0.54 0.63 7.27*

Topicality  
T1 0.71 0.74 6.08*
T2 0.72 0.66 6.13*
T3 0.82 0.80 6.24*

Scope  
S1 0.68 0.92 8.66*
S2 0.42 0.64 5.67*
S3 0.79 1.13 9.12*

Novelty  
N1 0.83 1.45 9.24*
N2 0.63 1.08 7.87*
N3 0.48 0.77 6.39*

Understandability  
U1 0.83 0.74 11.06*
U2 0.89 0.84 11.41*
U3 0.69 0.72 9.48*

 
We also evaluate two baseline models. The Null Model effectively 
assumes observations are independent, with all covariance 
between questions fixed to 0 and the means and covariance left 
free. Our other baseline model, a first-order factor model (Figure 
3), posits no latent factors for relevance dimensions, using a single 
relevance latent factor to explain observed data. Table 4 shows 
global fitness indices for our proposed model vs. the two 
alternative models. For the proposed model, best Ȥ2 fit is achieved, 
and with the fewest degrees of freedom (df) as well. The root 
mean square error of approximation (RMSEA) is 0.065, well 
below the standard acceptable level of 0.1 [2]. Standardized root 
mean-square residual (SMSR) is also used to measure fit between 
model and data. We see our proposed model achieves SMSR of 
0.0692, well below the acceptance level of 0.08 [37, 53]. Both 
Non-Normed Fit index (NNFI) and Comparative Fit Index (CFI) 
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[Zhang et al., 2014]
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Integrating Understandability into 
Gain-Discount Measures

• understandability could either be estimated for each document (readability 
measures as proxy) or computed as a function of understandability label 

• framework of evaluation measures that account for dimensions of 
relevance
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Assessing beyond topical relevance
• Integrating Credibility: [Lioma et al., 2017] 

• Requires assessments of both relevance and credibility  

• Type I measures focus on differences in rank position of 
retrieved documents w.r.t. their ideal rank (by relevance or 
credibility). 

• Error based measures 

• Type II measures operate directly on document scores 

• Weighted cumulative scores 

• Combination of exisiting evaluation measures 
(interpolation, harmonic mean)
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Evaluation campaigns, 
collections and 

resources
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Task Dataset

Matching patient to clinical trials 
or trials to patients

1. TREC Medical Records Track [Voorhees&Hersh, 2012] 
2. Clinical Trials Test Collection [Koopman&Zuccon, 2016] 
3. MIMIC-III: dataset of patient records [Johnson et al., 

2016]

Consumer Health Search
1. CLEF eHealth Consumer Health Search Task [Zuccon 
et al., 2016] 
2. FIRE 2016 Consumer Health Information Search

Evidence-based Medicine & 
Clinical Decision Support (CDS)

1. TREC Genomics Track 
2. TREC Clinical Decision Support Track 
3. TREC Precision Medicine Track

Compilation of systematic 
reviews

1. Systematic review test collection [Scells et al., 2017] 
2. CLEF eHealth Technology Assisted Review 2017 

[Kanoulas et al., 2017]

Image Retrieval ImageCLEF [Muller et al., 2010]

Identifying concepts from free-
text

1. Annotated “problems”, “tests” & “treatments” 
2. Annotated SNOMED concept



TREC Genomics
• Run from 2003 to 2007. Many tasks, including: ad-

hoc, passage retrieval, entity-based QA,  text annotation/
categorisation  

• Corpus: research articles (e.g. MEDLINE)
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Preprocessing&Indexing:  
• html -> plain text (tags 

removal) 
• html -> xml (section 

filtering) 
• html -> DB records  
• Stemming and stopwords 

filtering

Query Expansion:  
• automated, manual and 

interactive methods for 
expansion terms 

• Synonyms lookup via 
UMLS, Entrez Gene, MeSH, 
HUGO, MetaMAP etc.  

• Expansion weighting 
• keywords normalisation

Document retrieval:  
• tf-idf, BM25, I(n)B2, 

JelinekMercer smoothing, 
KLdivergence 

• SVM classifiers and an 
ensemble of standard 
algorithms

[Hersh&Bhupatiraju, 2003; Hersh, 2005; Hersh et al., 2006]
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Results are affected by 4 main factors: 

1. Normalization of keywords in the query into root 
forms  

2. Use of Entrez gene thesaurus for synonymous 
look-up  

Specific to passage retrieval: 

3. Unit of retrieval (document, paragraph, subset of 
paragraphs and a sentence, using these algorithms) 

4. Definition of passage

�47
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TREC Medical Records
• Run 2011 and 2012. 
• Corpus: health records  

• ~93K reports mapped into 17K visits: a patient encounter is made 
up of one or more reports 

• 9 types of health records 
• ICD coding for each report, plus additional metadata 

• Task: identify cohort of patients suitable for specific clinical trials 
• queries: subset of inclusion criteria of trial 
• Some very general, some very specific -> Wide range of 

number of relevant documents 

[Voorhees&Hersh, 2012; Voorhees, 2013]
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Example Topics & Documents
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Samuel J. Smith 

1234567-8 

4/5/2006 

HISTORY OF PRESENT ILLNESS: Mr. Smith is a 63-year-old gentleman with coronary artery 
disease, hypertension, hypercholesterolemia, COPD and tobacco abuse. He reports doing 
well. He did have some more knee pain for a few weeks, but this has resolved. He is 
having more trouble with his sinuses. I had started him on Flonase back in December. 
He says this has not really helped. Over the past couple weeks he has had significant 
congestion and thick discharge. No fevers or headaches but does have diffuse upper 
right-sided teeth pain. He denies any chest pains, palpitations, PND, orthopnea, 
edema or syncope. His breathing is doing fine. No cough. He continues to smoke about 
half-a-pack per day. He plans on trying the patches again. 

CURRENT MEDICATIONS: Updated on CIS. They include aspirin, atenolol, Lipitor, Advair, 
Spiriva, albuterol and will add Singulair today. 

ALLERGIES: Sulfa caused a rash. 

SOCIAL HISTORY: Smokes as above. 

REVIEW OF SYSTEMS: CONSTITUTIONAL: Weight stable. GI: No abdominal pain or change in 
bowel habits. 

PHYSICAL EXAMINATION: 

VITAL SIGNS: Weight is 217 lbs, blood pressure 131/61, pulse 63. 

HEENT: TMs clear bilaterally, mild maxillary sinus tenderness on the right, nasal 
mucosa boggy with moderate discharge, teeth in good repair with no erythema or 
swelling 

LUNGS: Clear, even with forced expiration. 

Topics
136: Children with dental caries 
137: Patients with inflammatory disorders 
receiving TNF-inhibitor treatment 
152: Patients with Diabetes exhibiting 
good Hemoglobin A1c Control (<8.0%) 
160: Adults under age 60 undergoing 
alcohol withdrawal



TREC Clinical Decision Support 
(CDS)

• Run between 2014 and 2016  
(in 2017 evolved into the Precision Medicine Track) 

• Corpus: scientific publications 

• Open Access subset of PubMed Central (PMC); snapshot of 
~733K articles in 2014&2015, 1.5M in 2016  

• Task: answer clinical questions about health records 

• Queries are very verbose: a summary of the case of a patient 

• 3 types of intents: disease, test, treatment 

[Simpson et al, 2014; Roberts et al., 2015]
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Example Topics & Documents
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Table 2: Example topic descriptions

Topic Type Description

1 Diagnosis A 58-year-old African-American woman presents to the ER with episodic pressing/burning anterior chest
pain that began two days earlier for the first time in her life. The pain started while she was walking,
radiates to the back, and is accompanied by nausea, diaphoresis and mild dyspnea, but is not increased
on inspiration. The latest episode of pain ended half an hour prior to her arrival. She is known to have
hypertension and obesity. She denies smoking, diabetes, hypercholesterolemia, or a family history of heart
disease. She currently takes no medications. Physical examination is normal. The EKG shows nonspecific
changes.

11 Test A 40-year-old woman with no past medical history presents to the ER with excruciating pain in her right
arm that had started 1 hour prior to her admission. She denies trauma. On examination she is pale and in
moderate discomfort, as well as tachypneic and tachycardic. Her body temperature is normal and her blood
pressure is 80/60. Her right arm has no discoloration or movement limitation.

21 Treatment A 21-year-old female is evaluated for progressive arthralgias and malaise. On examination she is found to
have alopecia, a rash mainly distributed on the bridge of her nose and her cheeks, a delicate non-palpable
purpura on her calves, and swelling and tenderness of her wrists and ankles. Her lab shows normocytic
anemia, thrombocytopenia, a 4/4 positive ANA and anti-dsDNA. Her urine is positive for protein and RBC
casts.

question types. Table 1 provides a coarse summary of some of their findings. The first column of the table
indicates a broad category of clinical information need. The second column indicates the generic form of
each question type. For example, the “diagnosis” type can be interpreted as posing the question: “What is
the patient’s diagnosis?” In the third column, we indicate which of Ely et al.’s 64 clinical question categories
fit each generic form, and in the last column, we indicate how frequently questions of a given category
were posed. The last row of the table indicates that clinical questions related to diagnoses, treatments, and
tests account for a majority (52.72%) of the clinical questions posed by primary care physicians.

To simulate the actual information needs of physicians, our topic creators manually labeled the case
narratives they constructed according to these three categories. A case narrative labeled “diagnosis,” for
example, requires participants of the track to retrieve PMC articles a physician would find useful for
determining the diagnosis of the patient described in the report. Similarly, for a case narrative labeled
“treatment,” participants should retrieve articles that would suggest to a physician the best treatment plan
for the condition exhibited by the patient described in the report. Finally, participants should retrieve
for “test” case narratives articles that would suggest appropriate medical tests to be performed for either
diagnosis or treatment of the patient. When constructing the case-based topics, the topic creators were
careful to omit information related to the question type. For example, a “diagnosis” report might contain
information pertaining to a patient’s treatments and tests, but not the patient’s diagnosis. In doing so, we
hoped to more accurately mimic real clinical scenarios. The topic creators produced 10 topics for each of
the 3 topic types for a total of 30 topics.

In addition to annotating the topics according to the type of clinical information required, we also
provided two versions of the case narratives. The topic “descriptions” contain a complete account of
the patients’ visits, including details such as their vital statistics, drug dosages, etc., whereas the topic
“summaries” are simplified versions of the narratives that contain less irrelevant information. A topic’s
description and its summary are functionally equivalent: the set of relevant documents is identical for each
version. However, we provided the summary versions of the case narratives for participants who were not
interested in nor equipped for processing the detailed descriptions.

Tables 2 and 3 show examples of the case-based topics. Table 2 contains descriptions for Topics 1, 11,
and 21, and Table 3 contains their corresponding summaries. These particular topics are shown because
they are examples of each of the 3 topic types used in the task.

To make the results of the track more meaningful, we required that participants use only all topic
descriptions or only all topic summaries for any given run submission. Participants were free to submit up
to five runs so that they could experiment with the different representations. The meta-data collected about
a run included which version of the topics was used for the run.

The topics were provided in XML format. Topic numbers were specified using the number attribute of
each <topic> element and topic types (i.e., diagnosis, test, and treatment) were specified with the type
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TREC Precision Medicine Track
• Run since 2017 (running in 2018) 

• Corpus: scientific publications 

• 27M MEDLINE abstracts + 250K clinical  
trials 

• Task: use detailed patient information (genetic information) to identify 
most effective treatments  

• Focus on oncology 

• Along with the query, comes genetic variants information 
• Primarily needs to identify latest research relevant to patient; 

otherwise fallback to identify most relevant clinical trials (in case 
techniques ineffective for patient) 

[Roberts et al., 2017]
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CLEF eHealth:  
Consumer Health Search

• Run since 2013 (change name: IR Task, Task 3, Task 2, CHS Task) 

• Corpus: web pages 
• 2013-2015: Kreshmoi collection (HON + high quality portals) 

• 2016-2017: Clueweb12b (50M documents) 
• assessments should be used combined for the two years 

• 2018: subset of CommonCrawl: sampled over time via Bing + known 
reliable&unreliable health websites 

• Task: laypeople seeking health advice on the web 

• Many subtasks, including usage of discharge summaries, understandability/
personalisation, query variations, multilingual queries 

• Includes assessments of understandability, trustworthiness  

[Zuccon et al., 2016] �53



The CLEF CHS Queries

• 2013-2014 queries: medical terms extracted from 
discharge summary (aims to simulate layperson wanting 
to know more about term) 

• 2015: circumlocutory queries sourced via images 

• 2016-2017: manually created by external users, via 
topic description derived from Reddit AskADoctor 

• 2018: from HON/TRIP logs
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• 2016/2017 (Reddit): 6 variations for each information need 
(6x50=300)
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The CLEF CHS Queries:  
Query Variations

headaches relieved by blood donation

headaches caused by too much blood or "high blood pressure"

high iron headache

headache that only goes away with blood loss

blood donation headache reduction

what causes strong headaches at base of skull, stops with blood donation

• Query variations also in 2015 & 2018, but sourced 
differently



CLEF eHealth:  
Technology Assisted Review

• Run since 2017 
• Corpus: MEDLINE abstracts 
• Task: efficient and effective ranking of articles during screening phase 

(abstract level) of conducting Diagnostic Test Accuracy systematic reviews 
1. ranking: rank all abstracts; goal: retrieve relevant abstracts as early as 

possible,  
2. thresholding: identify relevant subset of abstracts to be shown, i.e. rank 

at which to stop in the result list 
• Topics: 50 (20 dev + 30 test) reviews 

• Topic, Title, Boolean Query, and PMID (documents to rank) 
• Relevance assessments at (a) abstract, (b) document level 

[Kanoulas et al., 2017]
�56



CLEF TAR Topic File
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Topic: CD009551
Title: Polymerase chain reaction blood tests for the diagnosis of

invasive aspergillosis in immunocompromised people

Query:
exp Aspergillosis/
exp Pulmonary Aspergillosis/
exp Aspergillus/
(aspergillosis or aspergillus or aspergilloma or "A.fumigatus" or
"A. flavus" or "A. clavatus" or "A. terreus" or "A. niger").ti,ab.
or/1-4
exp Nucleic Acid Amplification Techniques/
pcr.ti,ab.
"polymerase chain reaction*".ti,ab.
or/6-8
5 and 9
exp Animals/ not Humans/
10 not 11

Pmid’s:
25815649
26065322
...

For the construction of the qrel files, we considered the reference section of the
50 systematic reviews. The references are split into three categories: Included,
Exclude, and Additional. Included are the studies that are relevant to the sys-
tematic review. Excluded are the studies that in the abstract and title screening
stage were considered relevant, but at the article screening phase were considered
irrelevant to the study and hence excluded from it. Additional are additional ref-
erences that do not impact the outcome of the study, and hence irrelevant to it.
The included references were the relevant studies at the document-level qrels,
while both the included and excluded references were considered relevant at the
abstract-level qrels. The format of the qrels followed the standard TREC format:

Topic Iteration Document Relevance

where Topic is the topic ID of the systematic review, Iteration in our case is a
dummy field always zero and not used, Document is the PMID, and Relevancy
is a binary code of 0 for not relevant and 1 for relevant studies. The order
of documents in the qrel files is not indicative of relevance. Studies that were
returned by the Boolean query but were not relevant based on the above process,
were considered irrelevant. Those are studies that were excluded at the abstract
and title screening phase. All other documents in MEDLINE were also assumed
to be irrelevant, given that they were not judged by the human assessor.

Important Note: Note that, as mentioned earlier, the references of a system-
atic review were produced after a number of Boolean queries were submitted

Boolean query in 
Ovid format

Title of the 
Systematic Review

Articles retrieved by 
the boolean query



Other Health Evaluation Campaigns: 
ImageCLEF, NTCIR, FIRE

• NTCIR medical natural language processing evaluation 

• 2014-2016: information extraction from health records in Japanese 

• 2017: multilingual disease name extraction from tweets and articles 
(Chinese, English, Japanese) 

• FIRE 2016 Consumer Health Information Search (CHIS) 

• Task A: classify relevance of sentences in documents  

• Task B: identify whether relevant sentences support or reject claim 
made in the query 

• ImageCLEF medical retrieval 2003-2018 

• Many subtasks, both CBIR and TBIR: adhoc retrieval, case-based 
retrieval, image annotation, modality detection, caption prediction, etc
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Other collections, not associated to 
campaigns 

• Clinical Trial Retrieval [Koopman&Zuccon, 2016] 
• ~200K clinical trials from ClinicalTrials.gov 
• 60 topics: descriptions of patient cases (from TREC CDS)  
• Relevance assessments w.r.t. referring the patient to the trial + 

expected number of trials 
• Support for INST evaluation measure 

• Assisting Systematic Reviews [Scells et al., 2017] 
• ~26M MEDLINE research studies 
• 94 reviews (query topics) extracted from Cochrane + assessments 
• Tasks supported (+specific evaluation measures):  

(1) retrieval for screening; (2) screening prioritisation; (3) stopping point
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Good lessons from evaluation 
campaigns

• Retrieval of health records for cohort selection  
(TREC Medical Records [Edinger et al., 2012]) 

• Both precision and recall errors due to incorrect lexical 
representations and lexical mismatches  

• Non-relevant visits were most often retrieved because they 
contained a non-relevant reference to the topic terms 

• Relevant visits were most often infrequently retrieved because 
they used a synonym for a topic term 

• Other issues: time factors, negation detection, overlap in 
terminology between conditions or procedures (hearing loss vs 
hearing aid)
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Good lessons from evaluation 
campaigns

• Retrieval of evidence based medicine  
(TREC CDS [Roberts et al., 2016], analysing 2014 results) 

• How to best to use concept extraction system such as MetaMap of 
key importance: can easily become a red herring  

• Negation and attribute extraction (age, gender, etc.) intuitively 
important, but best systems did not use them 
If negation extraction, soft-matching strategy best 

• article preference to identify appropriate articles for Diagnosis, 
Treatment, and Test (fundamental mismatch b/w irrelevant articles and 
clinical important attributes) 

• Methods tried did not work: specialised lexicons, MeSH terms, and 
machine learning classifiers
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[Karimi et al., 2018] provides platform to facilitate experimentation and 
hypothesis testing 

• Can tease-out which components provide improvements 
• query and document expansion (UMLS), word embeddings, negation 

detection/removal, LTR 
• Main findings on TREC CDS 

• Articles body contributes to retrieving over 50% of relevant results 
• adding UMLS concepts does not improve retrieval using titles only 
• concepts in abstracts slightly improved retrieval for queries built using 

Desc and Sum, but not Note 

• PRF works well, also in combination with word embeddings; but LTR 
can outperform all these
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Closing remarks



Open challenges

• Ethics and sharing of data — privacy concerns vs need 
for large scale evaluation 

• Integration of data driven and symbolic representations 

• Inference with knowledge graphs 

• Query understanding 

• Results presentation 

• Translation of IR for impact on health
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context understanding,  
better user understanding}



Where to go for help?

• Content from this tutorial: 
https://ielab.io/russir2018-health-search-tutorial/ 

• Bibliography of all literature mentioned here 

• Docker image - https://hub.docker.com/r/ielabgroup/health-
search-tutorial 

• Hersh’s book: “Information Retrieval: A Health and Biomedical 
Perspective”
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PhD Projects Available
• We are recruiting PhD students! 

• PhD projects available in the areas of interests of ielab:  

• formal models of IR (search methods, user models, 
evaluation) 

• Health search and domain-specific search 

• Funding: 

• One full scholarship available for CHS for start in 2019 

• One full scholarship available for any topic of interest 
for start in 2019 

• Other scholarships possibly available through UQ 

• Join the ielab at UQ: 

• Top-50 University in the World 

• 3 years and half of PhD funding 

• Great lifestyle in Brisbane! Avg temp 21 degrees C Avg temp in Kazan 4 degrees C

http://ielab.io/



Thanks!

• The material in this lecture series is based on the HS 
SIGIR 2018 tutorial developed together with Dr Bevan 
Koopman (AEHRC, CSIRO) 

• My PhD students Anton van der Vegt, Harrisen 
Scells and Jimmy have provided comments and 
support when developing parts of this tutorial 

• Thanks to the RUSSIR organisers for inviting me and 
for the Student Volunteers for their friendly help and 
assistance
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Thanks for attending!
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Guido Zuccon 
Queensland University of Technology

@guidozuc



THE END
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